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Abstract

This paper addresses the problem of how to visually depict the object structures that arise during the execution of object-oriented programs. Such a need arises in systems for run-time visualization of object-oriented programs. A straightforward approach would be to treat the object structure as a directed graph and apply traditional graph drawing techniques. However, we show that such an approach results in suboptimal drawings since important structural information in the class diagram is overlooked. A more effective approach must utilize properties of the class diagram in guiding a traditional graph-drawing approach. In particular, objects that are instances of related classes should be drawn in proximity to one another. The contribution of this paper lies in providing a formal definition of two important properties that yield predictable object diagrams: recursive cluster and leaf cluster. While the former commonly occur in structures such as lists, trees, etc., the latter are motivated by the power law property of object graphs, namely, that there are very few objects with high degree and many with low degree. This paper shows that these properties can be efficiently detected in the class diagram, and also efficiently applied to produce aesthetic object diagrams. The techniques described in this paper form the basis for the rendering of object structures in the JIVE system for interactive visualization of Java programs.

1 Introduction

This work is motivated by the desire for better drawings of the object diagrams created by object-oriented programs. The execution state of a program can be described in terms of an object graph, where the vertices are objects and the edges are object references. Traditional techniques of graph drawing can be used to construct the object diagram, but important information about the objects would be lost. For example, each object is an instance of a class, and classes are related to each other. These relationships among classes are described by a system's class diagram, and they form a template of possible object structures. We propose that an effective drawing of object diagrams should reflect the system architecture as presented in its class diagram. To this end, we describe a novel technique that incorporates program-specific properties with graph-theoretic in order to more effectively draw object diagrams.

One of the most important aesthetic goals in drawing object diagrams is that instances of related classes are drawn in proximity to each other. The difficulty lies in defining formal methods of detecting and processing these relationships in a way that aids in drawing the object diagram. Our approach identifies two patterns in class diagrams that yield predictable object diagrams: recursive clusters and leaf clusters. Recursive clusters are formed by recursively-defined types; these commonly occur in data structures such as lists and trees as well as in hierarchical structures such as GUI frameworks. Leaf clusters are formed by the relatively simple data objects that are attached
to larger aggregates. Our formulation of leaf clusters is based on the observation that the degree of objects in an object graph obeys a power law, where there are very few objects with high degree and very many objects with low degree [22]. We show how these two structures can be efficiently predicted from the class diagram, detected in the object diagram, and drawn in such a way that meets our aesthetic criteria.

1.2 Aesthetic Goals

Effective graph drawing is achieved by balancing multiple conflicting visual aesthetic constraints. Managing these constraints is a combinatorially hard problem. We augment basic graph-drawing aesthetics, such as minimized total edge-length and minimized area, with aesthetic criteria that are specific to object diagrams. The overarching aesthetic goal is that related objects are drawn in proximity. Since "related objects" is vague, we specify the following concrete properties we wish to capture in our drawing:

A1 Couple leaf objects with their aggregators. We consider leaf objects to be those objects that do not reference other objects, and that are themselves referenced by exactly one aggregator object. We expect there to be a large number of leaf objects in an arbitrary program due to the power law distribution of object references: in normal programs, there are very few objects with a large number of references and there are very many objects with a small number of references [22]. This criterion is proposed as a technique to reflect the tight coupling of simple objects in program design with proximity of vertices in an object diagram.

A2 Cluster recursive object structures. The binary search tree of Figure 1 is a classic example of a recursive type: the tree is defined by repeated linking of objects of type BST. Recursive structures are widely used in programming as data structures, and their use is encouraged by several design patterns such as Composite and Decorator [7]. This criterion is proposed as a technique for highlighting the cohesiveness of a recursive structure. The intention is that objects that make up a recursive structure will be clustered into a topologically-constrained space of the drawing, which highlights their structural cohesiveness and conceptual grouping.

We propose that these aesthetic criteria will yield object diagrams that more closely match the architectural specification of the class diagram. In this document, we show that these properties can be detected and utilized in drawing by combining static class diagram analysis with dynamic analysis of object diagrams. These techniques can be incorporated into program visualization tools such as JIVE [10].
Figure 1: Binary search trees. Parts (a) and (b) show two alternate implementations for a binary search tree. Part (c) is an object diagram for the architecture in (a), and parts (d) and (e) show two possible object diagrams for the architecture in (b). Object diagrams (c) and (d) were drawn using standard layered graph drawing techniques and aesthetics. Diagram (e) was drawn by incorporating an analysis of the class diagram into the drawing.

1.3 Related Work

There has been significant effort in applying class-diagram analysis for drawing UML class diagrams themselves. These efforts are founded in the idea that a good drawing of a UML diagram is easier to understand [23]. Although these studies were performed on class diagrams, we expect that similar results would arise for other UML diagram types, including object and sequence diagrams [1]. GoVisual is a UML drawing tool that uses a clustering technique where clusters are formed based on generalization hierarchies [14]. It is one of several works that adopts a topology-shape-metrics to drawing UML class diagrams [6, 4], while other work focuses on using class diagrams as debugging tools [18]. However, none of these works have used class diagrams as a tool for generating object diagrams.

Many program visualization tools are designed to generate visualizations of large programs' behaviors over time. Bloom is an excellent example, as it provides a robust and flexible visualization system for viewing such runtime details as object allocations over time, call graphs, and performance data [24]. Other tools such as JGrasp and JIVE provide lower-level views of object state [17, 10]. The techniques we present would be more applicable to this type of visualization system.

Our drawing technique involves cluster detection and arrangement, but it is substantially different from existing techniques. Traditionally, clusters are either manually identified [8] or automatically detected in the graph [25]. These techniques are applicable to generic graphs that are domain-independent; the methodology described herein leverages the fact that object graphs are the manifestations of static class relationships.

The remainder of this paper is structured as follows: Section 2 provides formal definitions and background information on class diagrams and their processing; Section 3 presents our analysis of class diagrams and object diagrams and the resulting theorems; Section 4 demonstrates our technique on an example; and Section 5 presents conclusions and outlines future work.

2 Preliminaries

In this section, we describe class diagrams and the classes and relationships that comprise them. This includes an analysis of relationship annotations such as multiplicity and direction. We also examine the declaration of recursive types in class diagrams and their affect on object diagrams.

2.1 Class Relationships

At the level of the class diagram, all classes will be treated equally, with no differentiation between classes and interfaces. This allows a desirable level of language-independence, since the difference between these two idioms is language-specific. For example,
interface and class declarations are separate and distinct in Java, but both are implemented as classes in C++.

Accepting this standard treatment for classes implies that UML generalization and realization relationships are similarly equivalent. A realization relationship from B to A means that B implements the method declarations of A; a generalization relationship from B to A means that B inherits the method declarations and attributes of A, subject to access-control modifiers. If we do not differentiate between interface classes (that is, classes with the "interface" stereotype) and non-interface classes, then we can treat realizations as generalizations without loss of generality.

Specific languages may have restrictions on what types of generalization are syntactically valid. For example, Java allows multiple inheritance of interfaces but only single inheritance of classes [12]. We will use the more general UML model, which allows multiple inheritance, with the understanding that specific implementations may either require customization or be able to exploit language-specific properties in order to increase performance.

The analysis of association, aggregation, and composition relationships is complicated by their ambiguity with respect to operational semantics. The UML describes these binary class relationships justifiably at the level of a design model [1]. Language-neutral modeling languages require ambiguity by definition, but this presents a discontinuity between a model and its implementation. The only clear way to uniquely map from a UML model to source code is to place restrictions on the modeling language [16]. Rather than narrowing the modeling language or accepting the ambiguities, we adopt the consensual definitions of binary class relationships as recently proposed by Guéhéneuc and Albin-Amiot [13]. The consensual definitions for association, aggregation, and composition, as they relate to model semantics, are summarized below.

**Association** An association from A to B in a model means that instances of A can directly send messages to instances of B.

**Aggregation** An aggregation is an association from A to B and is a relationship between a whole and its part(s), respectively.

**Composition** A composition as an aggregation from A to B such that the instances of B are exclusively referenced by their corresponding instance of A. Furthermore, there is a lifetime dependency of B with respect to A such that if an instance of A is destroyed, its corresponding B objects are likewise destroyed.

These definitions assume that each binary class relationship is directed; this assumption is safe since bidirectional relationships can be expressed as a pair of directed relationships [20]. Association, aggregation, and composition form a hierarchical ontology of relationships: compositions are aggregations, and aggregations are associations. These relationships are likewise inherited through generalization, since attributes and methods are inherited, except when prohibited by access control modifiers or overriding and shadowing. Dependency is the weakest binary class relationship in the UML [1], and it has no necessarily manifestation in the object diagram. For the purposes of an ontology of relationships, we can consider associations to be dependencies.

![Figure 2: A class diagram showing two compositions to the same class. A1 and A2 are the "wholes" and B is the "part" in the compositions.](image)

The presence of any of these relationships does not preclude the existence of other relationships. The exclusivity referenced in the definition of composition refers to the object-level, not the class-level. An example is shown in Figure 2; the fact that the relationships are compositions implies that the B object referenced by an instance of A1 will be different from the B object referenced by an instance of A2. In fact, this is a generalization of the property that the B object referenced by any A1 object must be different from the B object referenced by any other object.

Our analysis requires looking beyond binary class relationships to how these relationships are composed in class diagrams. To this end, we define two categories of relationship paths: generalization paths and association paths.
Definition 1 A generalization path is a sequence of class identifiers \(\tau_1, \tau_2, \ldots, \tau_n\) such that \(\tau_{i+1}\) is an immediate superclass of \(\tau_i\) for all \(i\).

Definition 2 An association path in a class diagram is a sequence of class identifiers \(\tau_1, \tau_2, \ldots, \tau_n\) such that for any pair of types \((\tau_i, \tau_{i+1})\), \(1 \leq i \leq n-1\), either:

- there is an association from \(\tau_i\) to \(\tau_{i+1}\), or
- there is a generalization path from \(\tau_i\) to \(\tau'_i\), there is a generalization path from \(\tau_{i+1}\) to \(\tau'_{i+1}\), and there is an association from \(\tau_i\) to \(\tau'_{i+1}\).

Association paths are defined in terms of generalization paths since associations are inherited by subclasses. An association path is generic: it can contain aggregations and compositions as well as "normal" associations. Aggregation paths and composition paths are defined similarly to association paths, substituting aggregations and compositions respectively.

2.2 Object Graphs

In JIVE, a custom visual notation is used for its capacity to clarify the semantics of object-oriented program execution [10]. For the scope of this paper, we will use a simpler notation, a syntax inspired by UML's object diagrams [1]. UML object diagrams are often used to indicate how messages are passed between objects, such as in collaboration diagrams. Our object diagrams depict the state of objects as a snapshot of runtime, not the calling sequence or data flow.

Similarly, JIVE's notation for method execution depicts methods in their proper execution contexts [9]. We will elide method activations from our consideration of object structure. It is true that method activations may contain references to objects, and that this affects the object graph. However, the references in method activations are necessarily transient, existing only for the lifetime of the method activation.

Many programming languages, including Java, have a separation between static space and object space [9]. We ignore static contexts since their semantics are language-specific; however, we observe that since static contexts can have references to objects, static contexts can generally be treated as objects and included in the object graph. This is consistent with a Smalltalk-inspired treatment of classes as special types of objects [11].

Interclass relationships, as expressed in a class diagram, provide a template for the object graph that occurs at runtime. The nature of this correlation depends on the type of relationship. As mentioned previously, dependencies have no well-defined manifestation in the object graph unless the actual type of the relationship is more specific (association, aggregation, or composition).

Generalization. At runtime, inheritance hierarchies "collapse" into objects. It is possible to visualize the object in terms of its inheritance hierarchy [19], but generally the object can be treated as a single unit. Dynamic type checking will still recognize the object as inheriting from all of its superclasses.

Association. In order for an instance of \(A\) to send a message to an instance of \(B\), it needs to obtain a reference to it. However, the presence of an attribute of type \(B\) in \(A\) would indicate an aggregation, according to the consensual definition. The reference to \(B\) must therefore be through a parameter to a method on \(A\). The object reference from \(A\) to \(B\) is therefore a transient one, lasting at most as long as the method is active.

Aggregation. The implementation strategy for a part-to-whole relationship from \(B\) to \(A\) is to define attributes of type \(B\) within \(A\) [13]. This implies that in the object graph, instances of \(A\) will reference instances of \(B\). Aggregation is not an exclusive relationship: these instances may be shared among other aggregate structures or may be bidirectional. The affect of multiplicity on aggregation is discussed in Section 2.3.

Composition. Composition is an aggregation, and so it is also implemented through object attributes. The lifetime dependency of composition relationships is a constraint on the behavior of the object graph, specifically that the part is exclusively referenced by the whole. Given a class \(A\) that composes \(B\) and objects \(a\) of \(A\) and \(b\) of \(B\) such that \(a\) references \(b\), then \(a\) is the only object that references \(b\), and when \(a\) is destroyed, \(b\) is also destroyed.

2.3 Multiplicity and Recursive Types

The multiplicity of a relationship in a class diagram has a direct impact on the possible object structures that the program can generate at runtime. By definition, given a relationship from \(A\) to \(B\) where the multiplicity for \(A\) is \(m\) and the multiplicity for \(B\) is \(n\), then at runtime, there can be up to \(m\) instances of \(A\) in relationship with \(B\) objects, and \(n\) instances of \(B\) in relationship with \(A\) objects. We refer to these cases
as bounded multiplicity. The asterisk (*) is used by convention to indicate unbounded multiplicity, where there is no theoretical maximum to the number of objects in the relationship. Since we are analyzing arbitrary states of program execution, we treat the multiplicity as a potential maximum of objects in relation, not a predicted number. When a program begins execution, for example, these relationships will have zero objects. In the dynamic environment of program execution, it is therefore sufficient to treat any multiplicity $k$ as if it were $0\ldots k$.

The multiplicity of aggregations in a class diagram also provides important hints about the implementation of the aggregation. In general, given an aggregation from $A$ to $B$ with multiplicity of $k \in \mathbb{N}$, this is implemented in $A$ as either $k$ attributes of type $B$ or as an array of $B$ with size $k$. Given an aggregation from $A$ to $B$ with unbounded multiplicity, the implementation must be through either a dynamically-sized array or a collection class.

![Diagram](image)

**Figure 3:** Aggregation realized as a linked list. Part (a) is a high-level class diagram, and part (b) shows how the aggregation in (a) is realized as a linked list in the implementation. Part (c) is a sample object diagram for the system.

Figure 3 gives a simple example in Java: part (a) shows an association with unbounded multiplicity; part (b) gives another view of the class diagram, this one closer to the implementation, highlighting the use of a `LinkedList` to realize the aggregation; and part (c) shows a sample object diagram for the aggregation. In the implementation of the `LinkedList` class, most likely there is a node class, such that the linked list composes nodes, and the nodes aggregate data objects ($B$, in our example). However, these are hidden in the class diagram, and so we have elided them from our object graph, as described previously.

The importance of recursive types in structured programming is evidenced by the many occurrences of recursive types in design patterns, including Decorator, Chain of Responsibility, and Interpreter patterns [7], in addition to their being standard fare in courses on data structures. Figure 4 shows an example of a recursive type, an instance of the Composite pattern, taken from the Java standard API [27]. `Container` is a subclass of `Component`, but a `Container` object aggregates `Component` objects. These classes and their subclasses are used to build graphical user interfaces. At runtime, the object structure is a tree that is rooted in the main application window and whose branches are made up of more `Component` subclasses such as `Label`, `TextField`, and `Button` objects.

![Diagram](image)

**Figure 4:** Sample recursive type from the `java.awt` package. The AWT/Swing API exemplifies recursive data types through the Composite design pattern.

The simplest recursive types are self-aggregating classes, that is, those classes $C$ that have an aggregation to $C$. A classic example is the basic binary search tree, as shown in Figure 1. Those recursive types that aggregate their superclasses exhibit similar behavior to those that are strictly self-aggregating; this is the case in the `Component-Container` example of Figure 4. This leads to our definition of a simple recursive class:

**Definition 3** A simple recursive class is a class $C$ that has an aggregation relationship with itself or with one of its superclasses. This aggregation is the class' recursive aggregation.

Given a simple recursive type whose recursive aggregation has a multiplicity of one, there are three archetypal realizations of the aggregation in the object diagram, as shown in Figure 5 with example class
One possibility is that there will be only one instance of $C$, and it will bear a structural link to itself (Figure 5(b)). In this case, there is no multi-object structure to consider. Another possibility is that there will be multiple instances of $C$, and they will be linked by a unidirectional series of object references, as shown in Figure 5(c). The structure of the objects in this case is quite disorganized. A third possibility is that there may be a chain of objects but with a single "back edge;" this case is shown in Figure 5(d) where the back edge points to the first node, but generally it can reference any one in the sequence. We can therefore assert that simple recursive types with multiplicity of one engender well-defined object structures, since in the worst case, there is only a chain of connected objects to consider, and in the simplest case, there is only one object.

Mutually recursive types involve a cyclic aggregation path among classes in separate inheritance hierarchies. When restricted to aggregations of multiplicity of one, the behavior of mutually recursive types is similar to that of simple recursive ones. An example of a mutually recursive type is given in Figure 6. In this example, $A$ and $B$ are classes stand in a bidirectional aggregation, shown in the figure as two unidirectional aggregations for clarity. Part (a) is the class diagram, and parts (b), (c), and (d) show possible manifestations of the association as object references.

For clarity when discussing recursive classes, we can define a general recursive type, but we first must formalize a generalized aggregation path:

**Definition 4** A generalized aggregation path is a sequence of class identifiers $c_1, c_2, \ldots, c_n$ such that for any subsequence $c_i, c_{i+1}, \ldots, c_j$, one of the following is true:

- $i - j = 1$, and $c_i$ aggregates $c_j$.
- $c_{i+1}$ is an immediate superclass of $c_i$, and there is a generalized aggregation path from $c_{i+1}$ to $c_j$.
- $c_{j-1}$ is a superclass of $c_j$, and there is a generalized aggregation path from $c_i$ to $c_{j-1}$.

**Definition 5** A recursive type $\tau$ is made up of a set $S$ of classes such that either:

- $|S| = 1$ and the class $C \in S$ is simple recursive.
- $|S| > 1$ and for any pair of classes $C_1, C_2 \in S$, there is a generalized aggregation path between them.

A generalized aggregation path is an aggregation path that traverses generalization relationships. A generalized aggregation path from $C$ to $D$ can manifest in the object graph as a path of edges from an object of $C$ to an object of $D$. The definition of a recursive type then is a formalism of the informal description provided above. We refer to any class diagram containing a recursive type as being a recursive class diagram.

Figure 7(a) provides an example recursive type that involves both generalization and aggregation.
Given an instance of C1, it references an instance of C2, which inherits a reference to an instance of C4, which inherits a reference to an instance of C1, thereby producing a cycle. Figure 7(b) shows a deceptively similar class diagram for a type that is possibly, but not necessarily, recursive. Given an instance of C6, it may contain a reference to an instance of C7 or of C8, in keeping with the rule of subtype polymorphism. This holds as well for C8, C9, and C10. If the first reference was to an instance of C8 and the second to C10, then there is a reference to C6, which would create a cycle. However, we cannot determine through analysis of the class diagram whether or not these conditions will be satisfied. Additionally, we observe that the implementation of this model as a recursive structure would require coercion, which is generally unsafe. We therefore do not consider the classes C6-C10 to form a recursive type. This example illustrates a fundamental complication of mutually recursive types: there are cases where it is impossible to determine through analysis whether the object structure resulting from a class diagram will contain recursive elements or not.

![Diagram](image)

**Figure 7**: A pair of class diagrams containing cycles. Part (a) exhibits recursive types: classes C1, C2, and C4 are all necessarily part of a recursive structure. Part (b) shows a similar structure, but it does not necessarily contain recursive types.

### 3.1 Object Graph Cycles

An object graph is a directed graph, where the direction of an edge reflects which object is referencing which. A cycle in an object graph indicates a codependency among objects, a system of objects that require structural connectivity in order to interoperate. A cycle in an object graph can only be formed by aggregations in our formalism since only aggregations are realized as object attributes. Cyclic (non-aggregation) associations reflect an interdependency of functionality, but not necessarily a structural dependency.

Whether a graph has cycles or not is an important factor when choosing an algorithm to draw it. Most graph drawing techniques assume a directed acyclic graph [3], and so cycles must be removed before these techniques are applied [4]. However, through analysis of the class diagram, we can determine whether a program can produce cycles or not. Specifically, we can prove the following property of class diagrams and object diagrams (assuming no type coercion):

**Diagram Cyclicity Property**: A cycle can occur in the object diagram if and only if the class diagram is recursive.

The proof of this property depends on the fact that edges in the object diagram are object references, and object references are the manifestation of aggregations in the class diagram. Furthermore, such a structural link between objects cannot occur unless there is a corresponding aggregation in the class diagram. The proof follows directly from these observations: for a cycle to exist in the object diagram, it must have corresponding cyclic aggregations; and if a recursive type is present in the class diagram, it can manifest as a cyclic object structure. As noted in Section 2.3, it is not necessary that a recursive type always yield cycles.

### 3.2 Leaf Clusters

The distribution of objects and structural links in object-oriented systems obeys a power law: there are very few objects with high degree, and there are very many objects with low degree [22]. The empirical evidence supports the intuition that, in an object-oriented system, a few objects act as mediators and coordinators while many more objects act as simple
data containers. We wish to define more formally a methodology for detecting these simple data objects so that they can be rendered appropriately in object diagrams. Specifically, since these data objects are tightly coupled with the objects that reference them, we wish to draw leaf objects in close proximity with their dependents.

Let \( \text{type}(v) \) be a predicate that returns the most specific runtime type of an object \( v \). Then we can define a leaf class as follows:

**Definition 6** A leaf class in a class diagram is a class whose attributes, explicit and implied, are either primitive types or bozoed types. We define a predicate \( \text{leafclass}(C) \) that is true if \( C \) is a leaf class.

Our definition of a leaf class describes those classes of a class diagram that have no outgoing associations. Implied attributes are those that are not listed in the attributes portion of the class but exist nonetheless, and they include attributes that are shown as labeled aggregations and those that are inherited from superclasses. Bozoed types are those immutable classes that provide object wrappers around primitive value types. The property of being a leaf class is not inherited, since subclasses of leaf classes can define attributes that invalidate the requirements of being a leaf class; however, a class' superclasses must be leaf classes in order for it to be one. In terms of the object graph, we can assert that the following property holds:

**Leaf Degree Property:** The objects of a leaf class will be leaves in the object graph.

The proof of this property follows directly from our definitions. A leaf class has no outward aggregations by definition, including inherited ones. If an instance of a leaf class had an outgoing edge, then its class would have to have an outgoing aggregation, but this is a contradiction.

**Definition 7** Given an object graph \( G = (V, E) \), a leaf cluster is a subgraph \( C = (V' \subseteq V, E' \subseteq E) \) such that the following four properties hold:

1. \( V' = \{v_1, v_2, \ldots, v_n\} \), where \( n > 0 \).
2. \( \text{leafclass}(\text{type}(v_i)) \) for \( 1 \leq i \leq n \).
3. \( E' = \{(v_*, v_i) \mid 1 \leq i \leq n \land (v_*, v_i) \in E\} \).
4. \( \text{degree}(v_i) = 1 \) for all \( v_i \) where \( 1 \leq i \leq n \).

We call \( v_\ast \) the leaf aggregator and all other \( v_i \in V' \) leaf objects. According to the definition, a leaf cluster is a two-level rooted tree in an object graph where all of the leaves are instances of a leaf class. Figure 1(b-d-e) shows a classic example of leaf clusters, where the Data class is the leaf class and BST is a leaf aggregator. The presence of compositions simplifies the detection of leaf clusters. Indeed, the very idea of a leaf cluster is closely related to the definition of composition: that an complex aggregate is made up simpler parts.

According to our definition, not all two-level rooted trees in the object graph are leaf clusters. This is necessary since program execution is dynamic, and the edges and vertices of the object graph can change with every execution step. An object that will eventually reference hundreds of other objects must at some point be created and initialized. At this point, we do not want to treat the object as if it were a leaf object, since we know from analysis of the class diagram that this is not the proper semantics of the object.

Let \( V \) be a set of classes and \( E \) be a set of directed relationships such that \( G = (V, E) \) represents the structure of a class diagram. Then we can prove the following property of leaf clusters:

**Leaf Prediction Property:** Leaf cluster classes can be identified in \( O(|V| + |E|) \) time.

In order to predict which classes may be come leaf clusters, we first build a partial order of the vertices based on reversed generalizations. That is, we visit the most general class first and the most specific class last. This topological sorting can be done via a breadth-first search in \( O(|V| + |E|) \) time. The set of classes can be divided into two distinct subsets: the set of leaf classes \( L \) and the set of non-leaf classes \( \bar{L} \). This can be done in a single pass through the set of classes, as long as they are processed in order of decreasing generality. Each class and relationship will be analyzed at most once, checking if superclasses are in \( L \) or \( \bar{L} \), giving time complexity of \( O(|V| + |E|) \). Finally, those classes that aggregate leaf classes can be identified by searching backwards from part to whole along aggregations; this takes \( O(|V| + |E|) \) time since in the worst case, all the classes may be leaf classes, and all aggregations would have to be followed.

### 3.3 Recursive Clusters

We showed in Section 2.3 that recursive types engender certain types of object structures. Within the
context of that discussion, we looked at isolated recursive clusters; we did not consider the general case of structures that aggregate other clusters as well. In the worst case, a class diagram contains many aggregations and the resulting object diagram is a general graph. However, we can identify sets of classes that form recursive clusters.

Definition 8 Given an object graph $G = (V, E)$, a recursive cluster is a subgraph $C = (V' \subseteq V, E' \subseteq E)$ such that the following four properties hold:

- $C$ is connected.
- for all vertices in $V'$, either their types are participants in a single recursive type $\tau$ or they are leaf classes.
- for all edges $(u, v) \in E'$, either type$(v) \in \tau$ or leafClass$(type(v))$.
- there is at most one vertex $v \in V'$ such that there exist edges $(u, v) \in E$ where $u \notin V'$.

A recursive cluster is a subgraph of the object graph that is isolated, connected, and cohesive. It comprises a recursive object structure and the leaf objects aggregated by it. Furthermore, it has at most one entry point through which it is connected to the rest of the object graph. We make no other assertions about the structure of the recursive cluster. For example, we cannot assert whether recursive clusters are cyclic or not, although we can apply the technique from Section 3.1 to determine if it can possibly have cycles or not.

The key to predicting recursive clusters in the object diagram is the identification of recursive types in the class diagram. Let $V$ be a set of classes and $E$ be a set of directed relationships such that $G = (V, E)$ represents the structure of a class diagram. Then we can prove the following property of recursive types:

Recursive Type Prediction Property: The classes in a recursive type can be identified in $O(|V \times E|)$ time.

Since recursive types are defined by generalized aggregation paths, proving this property requires us to have an algorithm for detecting generalized aggregation paths. Given a class diagram, a starting class $c$, and an ending class $d$, there is a generalized aggregation path between $c$ and $d$ if there is a path of aggregations and generalizations as given in Definition 4. This can be determined by a standard graph searching algorithm such as breadth-first. The execution of this search is constrained by the number of relationships, giving a running time of $O(|E|)$. A recursive type is a type that has a generalized aggregation path to itself; applying the technique just presented, this takes $O(|E|)$ time. Testing all classes in the class diagram therefore takes $O(|V \times E|)$ time. In practice, it is useful for this algorithm to return a set of recursive types, each of which is expressed as a list of class identifiers.

4 Example

Once the class diagram and object graph are analyzed, the object diagram must be constructed. We differentiate here between the object graph, which is a mathematical abstraction, and the object diagram, which is a drawing of the object graph. There can be more than one object diagram for any object graph. The methodology we present in this section outlines the approach we have taken.

The overall strategy for layout involves the formation of clusters of vertices and the arrangement of these clusters [25]. We use the two types of clusters defined in Section 3: leaf clusters and recursive clusters. The clusters themselves can then be treated as vertices with non-trivial size, and they can be arranged using existing techniques.

In this section, we demonstrate how our approach works through an example. Figure 8 presents a UML class diagram for a simple expression parser. The expressions are list-based in the Lisp tradition, where each expression is a List, EmptyList, or Atom. List objects have a head and a tail, both of which are themselves expressions. The Parser takes a string as input and parses it into an expression with the help of a Scanner.

![Figure 8: An architecture for a simple Lisp-style expression parser.](image)

4.1 Cluster Formation

The static analysis of the class diagram requires two steps: identifying the leaf classes and finding recur-
sive types. This can be done using the techniques described in Section 3. In our example, there are three leaf classes: *Scanner*, *EmptyList*, and *Atom*. Each of these classes has no outgoing aggregations, nor do they inherit any from their superclasses. There is one recursive type in Figure 8, the set \{Expression, List\}. List aggregates itself, making it a simple recursive type.

4.2 Cluster Arrangement

Figure 10 shows a final drawing of the object graph where the clusters are laid out using an orthogonal drawing technique. Each leaf cluster is drawn using the same orthogonal technique, and the simple structural cluster is drawn using layered drawing techniques, as in the original drawing of Figure 9. The clusters have been aligned to enforce a straight-line drawing. In an implementation, a more general approach involving edge routing between clusters may be required.

![Diagram](image)

**Figure 10:** A drawing of the expression parser object graph using our techniques of class diagram and graph analysis

Figure 9 shows an object graph representing a state in the parser. This drawing was generated using a top-down layering followed barycenter crossing-reduction and horizontal coordinate assignment step [4, 26]. At the visualized state of the program, the parser has built an expression tree for input of the form ((A B) C D), where A, B, C, and D are atoms. As predicted, the graph verifies that the instances of leaf classes are leaves in the graph. A recursive object structure has indeed arisen from List and Expression. We are not drawing all of the objects on the heap, only those objects whose classes are shown in the class diagram. In a language such as Java, it is highly-possible to draw the complete heap since even the simplest program has thousands of objects in memory at runtime.

![Diagram](image)

**Figure 11:** An alternate view of the drawing in Figure 10. In this view, leaf clusters are drawn in grey boxes and simple structural clusters are drawn in dotted rectangles.

Figure 11 provides an alternate view of the drawing where the leaf clusters are shown in grey boxes and the simple structural cluster is shown in a dotted rectangle. This view highlights how the different drawing techniques are used in each cluster and how these combine to form a good drawing.
It is important to notice that the drawings of Figures 10 and 11, are not optimal with respect to overall drawing size. The standard layered drawing technique shown in Figure 9 produces drawings that are compact in area. Our technique weakens this constraint in order to achieve more visible distinction between components. In Figure 10, we can see a clear separation between the expression tree, which is a simple recursive type, and the parser/scanner component.

The essence of our technique is in the declarative formation of clusters in the object graph. In practice, these clusters can be drawn many different ways. The leaf clusters of Figure 10 are drawn using a simple algorithm where the leaf aggregator is drawn on the left and leaf objects are drawn to the right of the aggregator. This technique is sufficient for our example, but a more robust solution would involve more advanced graph drawing techniques such as radial drawing [4], 2.5-dimensional drawings, or focus-directed hierarchical drawing [2].

Before drawing recursive clusters, we first remove its leaf clusters and replace them with vertices of nontrivial area. This technique follows from Definition 8, in which we allow leaf clusters to be contained with recursive clusters. We have drawn the recursive cluster using a hierarchical technique [26]. This has produced a good drawing since the recursive cluster is itself a tree. In general, this drawing step would require converting the graph into a directed acyclic graph first. Other techniques can be used to arrange clusters as well, including blob layouts [15] or other orthogonal methods [4].

5 Conclusions and Future Work

This paper presents some useful strategies as shown in the example of Section 4. User responses indicate that these aesthetic properties enhance program comprehension, but making a scientific claim on this front requires extensive user testing. We plan to incorporate this work into JIVE, a tool for advanced visualization of program execution [10], which will enable a more formal analysis of the effectiveness of this strategy.

Class diagrams are static, but object graphs are dynamic. We have treated object graphs as isolated artifacts, but in practice, a series of object graphs is generated as the program executes. In an system that draws these graphs dynamically, it is important that drawings be presented in such a way that the user maintains his or her mental map of the meaning of each component [5]. An important area of future research involves investigating how program-specific properties can be incorporated into techniques of dynamic graph drawing [21].

Our technique is generally applicable to object-oriented languages, but we are interested specifically in how these techniques apply to Java since it is the language visualized in JIVE [10]. The recently released Java 5.0 incorporates syntactic tools to ease the use of the Collections API through its support for generics [28]. We expect the number of programs using the Collections library to increase, especially in educational environments [29]. It is therefore advantageous to have custom techniques to draw these collections in a way that mirrors their semantics. We are currently experimenting with algorithms to draw such collection classes as LinkedList, HashMap, and Stack. This is an instance of the general problem of drawing object diagrams in a way that reflects their semantics, but it is clear that static analysis (that is, knowing the specific collection class and its content type) will assist in the drawing.

As mentioned in the introduction, JIVE uses object diagrams to represent state and sequence diagrams to represent execution history. Both types of diagrams are generated dynamically as a program executes [10]. It is possible that this same form of class diagram analysis may assist the dynamic drawing of sequence diagrams. One of the biggest challenges in sequence diagram drawing is that object lifelines must be drawn sequentially, and so the amount of space needed is linearly proportional to the number of interacting objects [1]. Focus-dependent techniques could be used to produce multiple, modular views of the sequence diagram [2]. It seems that the leaf clusters and recursive cluster models would be useful for defining object clusters in the sequence diagram, but more study and experimentation is necessary before any qualitative claims can be made.
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