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Abstract

We prove that the Jordan Normal Form of a rational matrix can be computed exactly in polynomial time. We obtain the transformation matrix and its inverse exactly and we show how to apply the basis transformation to any commuting matrices.

1 Introduction

There are two motivations for this work on computing the Jordan Normal Form of a rational matrix exactly. The first is related to the resolution of the complexity of the A B C problem [4], and its application to the complexity problem in finitely generated commutative linear groups and semigroups in general. The second motivation is concerned with the design and analysis of uncheatable benchmarks for numerical algorithms, especially matrix multiplication [3, 1].

Our problem is the following. Given a finite set of commuting matrices over the rational numbers, $A, B, \ldots$, can we compute, in polynomial time, a basis transformation $T$, and the matrices under the similarity transformation $T^{-1}AT, T^{-1}BT, \ldots$, so that $T^{-1}AT$ is the Jordan Normal Form (JNF) of $A$? Here, computation is to be performed exactly, and not merely to be
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numerically approximated. The input size of the problem is the sum of all binary lengths of the input entries, and the complexity is measured in terms of the number of bit operations.

Of course, computing the JNF of an arbitrary rational matrix implies computing all complex roots of an arbitrary polynomial with rational coefficients. It is well known that equations of degree 5 or higher in general do not have roots expressible in radicals. Then what do we mean by computing it exactly?

What is meant by exact computation here is the following. We will deal with only algebraic numbers, and we will associate with any algebraic number an irreducible polynomial over the rationals, and a sufficiently good rational approximation, which uniquely identifies the particular root of the polynomial. Note that, given such data, an arbitrarily good rational approximation can be easily computed, say, by Newton's iteration. This is the approach taken by Lovász in [11], and it is consistent with Turing's notion of a computable real number [15]. In fact, in terms of computational complexity, the fact that quintic equations may not have radical expressions for their roots is largely irrelevant; it simply rules out one mode of expression. Of course, as we will see later, the complexity of the Galois group itself will enter the picture.

Our first motivation is concerned with commutative linear groups and semigroups. In 1980, Kannan and Lipton [8] solved the following orbit problem, by giving a polynomial time algorithm to it:

Given two commuting matrices $A$ and $B$ over the rational numbers, does there exist a nonnegative integer $i$, such that $A^i = B$?

The following generalized orbit problem, is known as the $A B C$ problem:

Given commuting matrices $A$, $B$ and $C$ over the rational numbers, does there exist nonnegative integers $i$ and $j$, such that $A^i B^j = C$?

A host of other problems are reducible to the orbit problem [8]. In [4], the complexity of the $A B C$ problem was resolved. It was shown that the $A B C$ problem can also be solved in polynomial time. In solving this problem, we made extensive use of the computability of the JNF of a rational matrices in polynomial time. In fact we need to use the full force of the current paper: computing the transformed matrices which commute with $A$.

The $A B C$ problem is a special case of the following more general problem:
Given commuting matrices $A_1, A_2, \ldots, A_k$ and $B$, over the rational numbers, does there exist nonnegative integer $i_1, i_2, \ldots, i_k$, such that $A_1^{i_1} A_2^{i_2} \cdots A_k^{i_k} = B$?

Here $k$ is considered fixed. We hope that the techniques developed here can be generalized to solve this general case.

Our second motivation for this work is a more practical one. In [3], this author and others have initiated a study of uncheatable benchmarks.

Benchmarks have been used to test everything from the speed of a processor, to the access time, capacity, and bandwidth of a memory system. The computing community relies on them heavily to assess how well a given hardware or software system operates. They are of fundamental importance in everyday computing. Up until now, however, the study of the art of designing a good benchmark has focused on making the benchmark "realistic" in predicting how well it will perform for the intended applications; the issue of making benchmark results trustworthy has been relegated to "trusted" or third party agents, and little attention has been paid to the question of making benchmarks themselves "uncheatable". In [3] we proposed a framework based on modern cryptography and complexity theory, in which we can address questions such as how one can make benchmarks resistant to tampering and hence more trustworthy. Several concrete schemes were proposed for different benchmarks: speed of the processor, memory capacity, sorting, etc. They are "uncheatable", if certain complexity theory assumptions are true based on the hardness of factoring and discrete logarithm.

In [1], a novel idea was presented, which uses numerical instability as an alternative basis for designing uncheatable benchmarks. An uncheatable benchmark was designed for matrix multiplication based on numerical instability associated with computing the JNF. It was observed, as by virtually all numerical analysts we spoke to, that for a non-diagonalizable matrix $A$, it is numerically unstable, and thus by implication practically impossible, to compute its Jordan Normal Form. The reason is compelling enough: Suppose $A = T^{-1}JT$ has JNF $J = \begin{pmatrix} \lambda & 1 \\ 0 & \lambda \end{pmatrix}$, where $\lambda$ is any complex number. Let $\tilde{A} = T^{-1}\tilde{J}T$ be a slightly altered matrix, where $\tilde{J} = \begin{pmatrix} \lambda' & 1 \\ 0 & \lambda'' \end{pmatrix}$, and $\lambda' \neq \lambda''$, but they are close to $\lambda$. Note that, since now $\tilde{A}$ has unequal eigenvalues, the JNF for $\tilde{A}$ is not $\tilde{J}$ but $\begin{pmatrix} \lambda' & 0 \\ 0 & \lambda'' \end{pmatrix}$. In other words, the map
from the space of matrices to its JNF is not a continuous map, \(^1\) and since numerical round-off errors are unavoidable, it is hopeless to compute it.

Or is it?

In this note we show that the answer is more complicated. It is true that the map is discontinuous, and therefore in trying to compute it numerically, it is hopeless. However, that does not mean that by some other means, in particular, computing symbolically, we cannot compute the JNF of a rational matrix. On the other hand, even though we show that the JNF can be computed in polynomial time, the speed is still far from competitive with numerical computing, such as Q-R iteration, and therefore, our uncheatable benchmark in [1] appears to be secure.

2 Computing a basis change for the Jordan form

In this section, we show how to compute a basis change in polynomial time, such that the matrix \( A \) will have its Jordan normal form, \( J_A = T^{-1}AT \). We note that, since \( T \) is computed symbolically, in the splitting field of \( \chi_A \) over \( \mathbb{Q} \), it is not clear how to compute \( T^{-1} \) from \( T \) in general, in polynomial time. The Galois group structure of the splitting field over \( \mathbb{Q} \) is rather complicated, and in general not believed to be computable in P-time. We in fact compute \( J_A = T^{-1}AT \) without actually finding \( T^{-1} \) nor performing matrix products in \( T^{-1}AT \). The problem of computing \( T^{-1} \), and computing the corresponding transformed matrix \( T^{-1}BT \), for any \( B \) which commutes with \( A \), will be discussed in later sections.

2.1 The rational reduction

**Lemma 2.1** If \( A \) and \( B \) commute, and \( f(x) \) and \( g(x) \) are two polynomials over a field \( F \) that are relatively prime. Then the null space \( \ker(f(A)g(A)) = \{x | f(A)g(A)x = 0 \} \) is a direct sum of \( \ker(f(A)) \) and \( \ker(g(A)) \). Furthermore, they are both invariant subspaces of \( A \) as well as \( B \).

**Proof:** Clearly, \( \ker(f(A)) \subseteq \ker(f(A)g(A)) \). Since \( f(x) \) and \( g(x) \) are relatively prime, there exist polynomials \( a(x) \) and \( b(x) \) in \( F[x] \), such that \( a(x)f(x) + b(x)g(x) = 1 \). Thus, for any \( v \in \ker(f(A)g(A)) \), \( v = a(A)f(A)v + b(A)g(A)v \), where \( a(A)f(A)v \in \ker(f(A)) \) and \( b(A)g(A)v \in \ker(g(A)) \). And

\(^1\)The JNF is only unique up to permutations of the Jordan blocks. But we can carefully define a quotient space so that the map is well defined.
moreover, the sum is a direct sum, since if \( v \in \ker f(A) \cap \ker g(A) \), then
\[
v = a(A)f(A)v + b(A)g(A)v = 0.
\]

Since \( A \) and \( B \) commute, for any polynomial \( h \), if \( v \in \ker h(A) \), then
\[
Bv \in \ker h(A), \quad \text{as } h(A)Bv = Bh(A)v = 0. \quad \square
\]

We remark that over the rational numbers \( \mathbb{Q} \) these computations are all in \( P \)-time. To find the polynomials \( a(x), b(x) \in \mathbb{Q}[x] \), we need to carry out the Euclidean algorithm. We can also compute various null spaces and its basis over \( \mathbb{Q} \).

There are quite some subtleties involved in the Euclidean algorithm, as well as linear equation solving, in \( P \)-time. We need to ensure that no coefficient gets too large, for that one has to repeatedly reduce the coefficients. See [5, 7, 6]. It is known from the work of Collins and Kannan that generalized gcd as well as linear space computations such as null space rank, basis, dimension over \( \mathbb{Q} \) can all be computed in \( P \)-time in terms of bit complexity. A generalization by Kannan, Lenstra, Lovász [9] also lets us carry out these computations in \( P \)-time over an algebraic extension field \( \mathbb{Q}(\lambda) \) of bounded degree, where \( \lambda \) is a root of an irreducible polynomial \( a_d x^d + \cdots + a_0 \). Here entries of \( \mathbb{Q}(\lambda) \) are represented by polynomials in \( \lambda \) with degree < \( d \), and \( P \)-time in bit complexity is measured in terms of the bit size of all rational entries, the degree \( d \) and the bit size of all the coefficients \( a_i \). In the following we will rely on the results cited above whenever we assert certain algebraic computation is in \( P \)-time.

Now we apply the \( L^3 \)-algorithm [10] and get a factorization of \( \chi_A \) as a product of powers of irreducible polynomials \( \chi_A = f_1^{e_1} \cdots f_k^{e_k} \), where each \( f_i \) is irreducible over \( \mathbb{Q}[x] \) and each \( e_i \geq 1 \). Let \( V = \mathbb{Q}^n \) be the \( n \)-dimensional space over \( \mathbb{Q} \). We view \( A \) as well as any polynomial of \( A \) as linear operators on \( V \).

**Theorem 2.1** Let \( V_i = \ker \mathbb{Q}(f_i(A)^{e_i}) \). Then each \( V_i \) is an invariant subspace of both \( A \) and \( B \), and \( V \) is a direct sum of these \( V_i \):
\[
V = V_1 \oplus V_2 \oplus \cdots \oplus V_k.
\]

Furthermore, we can compute a basis for each \( V_i \) in \( P \)-time, such that the union of which forms a basis under which both \( A \) and \( B \) have block diagonal form corresponding to the \( V_i \)'s.

The proof is a repeated application of Lemma 2.1. All computations can be done in \( P \)-time, as noted above, since we only require Euclidean algorithm over \( \mathbb{Q}[x] \) and solving systems of linear equations over \( \mathbb{Q} \).
Thus we will focus on a fixed $V_i$. From now on we assume that $\chi_A$ is already a power of an irreducible polynomial $f^e$.

### 2.2 Powers of an irreducible polynomial

Let $\deg f = d$, let $\lambda_1, \lambda_2, \ldots, \lambda_d$ be $d$ (distinct) roots of $f(x)$. Then $n = de$. Note that there is a field automorphism $\sigma_i : \mathbb{Q}(\lambda_1) \to \mathbb{Q}(\lambda_1)$, which sends $\lambda_1$ to $\lambda_i$ and fixes $\mathbb{Q}$. Let $F_i = \mathbb{Q}(\lambda_i)$, let $F^e$ be the splitting field $\mathbb{Q}(\lambda_1, \ldots, \lambda_d)$. Consider the $n$-dimensional vector space $V = \mathbb{Q}^n$ over $\mathbb{Q}$ on which both $A$ and $B$ act. We may view $V$ as a vector space over the splitting field $F^e$ as well, and again $A$ and $B$ act on it. More precisely, we form the tensor product $\hat{V} = F^e \otimes V$.

Let $\hat{V}_i = \ker(A - \lambda_i I)^e$, then by Lemma 2.1, $\hat{V}$ is a direct sum of the $\hat{V}_i$'s. Formally speaking, $\hat{V}_i$ as a subspace of $\hat{V}$ is a vector space over $F^e$. But clearly we can also view $\hat{V}_i$ as a vector space over $F_i$. More precisely, we can define $V_i = \ker_{F_i}(\lambda_i I - A)^e$, and $\hat{V}_i = \ker_{F^e}(A - \lambda_i I)^e$, then $\hat{V}_i = F^e \otimes V_i$ as a tensor product, and

$$\hat{V} = F^e \otimes V = \bigoplus_{i=1}^{d} \hat{V}_i.$$

The distinction of $V_i$ and $\hat{V}_i$ is a minor one mathematically, perhaps, but a very important one for computational purposes. We will stay within each $F_i$ whenever possible, and stay away from $F^e$. The reason is that in the smaller field $F_i$ of degree $d$ over $\mathbb{Q}$, we can do arithmetic just as in $\mathbb{Q}$, but since we do not know the Galois group structure of $\text{Gal}(F^e, \mathbb{Q})$, in P-time, arithmetic questions involving multinomials, such as whether $\lambda_1 \lambda_2 = \lambda_3 \lambda_4$, are hard to answer.

We now focus on how to compute a basis in $V_1$ for which $A$ has its Jordan form (i.e., all $\lambda_1$-Jordan blocks of $A$.) We will restrict $A$ to $V_1$, and let $A_1 = A|_{V_1} - \lambda_1 I$. Define $U_j = \ker A_1^j$ for $j = 0, 1, \ldots, e$. Clearly, $U_0 = 0$ and $V_1 = U_e = U_{e+1}$. Suppose $U_i = U_{i+1}$, then for all $j > i$, $U_i = U_j$. This is clearly seen by induction: Let $x \in U_{j+1}$ so that $A_1^{j+1} x = A_1^j A_1 x = 0$. It follows that $A_1 x \in U_j = U_i$, so $x \in U_{i+1} = U_i$.

Let $e \leq \epsilon$ be the least integer such that $U_e = U_{e+1}$, then

$$U_1 \subset \ldots \subset U_e = \ldots = U_{\epsilon}.$$

This $\epsilon$ can be computed in P-time by computing the rank, over $F_1$, of $A_1^j$, or equivalently the dimension $\dim_{F_1} U_j$, as $j = 1, 2, \ldots, \epsilon$. 


Let \( n_1 = \dim U_1 \). This is the dimension of the eigenspace of \( A \) belonging to \( \lambda_1 \). Since \( \lambda_1 \) is an eigenvalue of \( A \), \( n_1 \geq 1 \). In terms of the Jordan form, \( n_1 \) is the number of Jordan \( \lambda_1 \)-blocks of \( A \), and if \( A \) is in its Jordan form, then the collection of unit vectors that corresponding to all the first vectors of each Jordan \( \lambda_1 \)-block forms a basis for \( U_1 \). Similarly, \( U_2 \) corresponds to all the first and second vectors of each Jordan \( \lambda_1 \)-block, etc. Thus let

\[
n_1 + n_2 + \ldots + n_i = \dim U_i,
\]

for \( i = 1, \ldots, e \), then

\[
n_1 \geq n_2 \geq \ldots \geq n_e > 0.
\]

We will inductively compute a basis for \( V_1 = U_e \), \( \{a_{i,j} \mid 1 \leq i \leq e, 1 \leq j \leq n_i \} \), for which \( A|_{V_1} \) has its Jordan form. (Again, all entries of all vectors will be from \( F_1 \), and all arithmetic is done over \( F_1 \).)

First, we can compute a basis for \( U_1 \), \( \{b_{1,1}, \ldots, b_{1,n_1}\} \). Any basis of \( U_1 \) computable in P-time will do. Then we can extend this basis to a basis arbitrarily for \( U_2 \), \( \{b_{1,1}, \ldots, b_{1,n_1}, b_{2,1}, \ldots, b_{2,n_2}\} \), etc. until we get a full basis for \( U_e \),

\[
\{b_{1,1}, \ldots, b_{1,n_1}, b_{2,1}, \ldots, b_{2,n_2}, \ldots, b_{e,1}, \ldots, b_{e,n_e}\}.
\]

All of this is done in P-time. If \( e = 1 \), then we are finished, as \( A|_{V_1} \) is a scalar matrix.

Assume \( e > 1 \), i.e., some \( \lambda_1 \)-block of \( A \) has dimension at least 2.

**Lemma 2.2** For all \( 2 \leq i \leq e \),

\[
\{A_1 b_{i,1}, \ldots, A_1 b_{i,n_i}\} \subset U_{i-1},
\]

and

\[
\{A_1 b_{i,1} \mod U_{i-2}, \ldots, A_1 b_{i,n_i} \mod U_{i-2}\}
\]

are linearly independent in the quotient space \( U_{i-1}/U_{i-2} \).

**Proof:** Since for each \( i, j \), such that \( 2 \leq i \leq e, 1 \leq j \leq n_i \), \( b_{ij} \in U_i \). Thus, \( A_1 b_{ij} = A_1^{i-1}(A_1 b_{ij}) = 0 \), hence \( A_1 b_{ij} \in U_{i-1} \).

Let \( \alpha_{ij} \in F_1 \), \( 1 \leq j \leq n_i \), such that \( \sum_{j=1}^{n_i} \alpha_{ij} A_1 b_{ij} \in U_{i-2} \). To show linear independence, it suffices to show that all \( \alpha_{ij} = 0 \). Now, \( A_1(\sum_{j=1}^{n_i} \alpha_{ij} b_{ij}) \in U_{i-2} \), hence,

\[
\sum_{j=1}^{n_i} \alpha_{ij} b_{ij} \in \ker A_1^{i-1} = U_{i-1}.
\]
Thus there exist $\beta_{st} \in F_1$, $1 \leq s \leq i - 1$, $1 \leq t \leq n_s$, such that

$$\sum_{j=1}^{n_s} \alpha_j b_{ij} = \sum_{s,t} \beta_{st} b_{st}.$$ 

Since $\{b_{st} : 1 \leq s \leq i, 1 \leq t \leq n_s\}$ forms a basis for $U_i$, all $\alpha_j = 0$ (as well as all $\beta_{st} = 0$.) Thus, $\{A_1 b_{i,1} \bmod U_{i-2}, \ldots, A_1 b_{i,n_i} \bmod U_{i-2}\}$ are linearly independent. \(\square\)

Now we modify the basis $b_{ij}$ as follows. Start with $i = e$, the last batch, $\{b_{e,1}, \ldots, b_{e,n_e}\}$. These are chosen, in other words, $a_{e,1} = b_{e,1}, \ldots, a_{e,n_e} = b_{e,n_e}$.

In general, suppose $\{a_{i,1}, \ldots, a_{i,n_i}\}$ have been chosen, $i \geq 2$. From the current basis $\{b_{i,1}, \ldots, b_{i-2,1}, \ldots, b_{i-2,n_{i-2}}\}$ for $U_{i-2}$ we use the subset $\{A_1 a_{i,1}, \ldots, A_1 a_{i,n_i}\} \subset U_{i-1}$ as the first $n_i$ vectors for extending the basis of $U_{i-2}$ to $U_{i-1}$. Let $a_{i-1,1} = A_1 a_{i,1}, \ldots, a_{i-1,n_i} = A_1 a_{i,n_i}$. If $n_{i-1} = n_i$, we are done for $i - 1$. If $n_{i-1} > n_i$, then extend arbitrarily in $U_{i-1}$ until a basis for $U_{i-1}$ is obtained. Call them $a_{i-1,n_i+1}, \ldots, a_{i-1,n_{i-1}}$. And now $\{a_{i-1,1}, \ldots, a_{i-1,n_{i-1}}\}$ are chosen. Iteratively go down with $i$ from $e$ to 2, we have obtained the basis for $U_e$.

For all $i, j$, such that $2 \leq i \leq e$, $1 \leq j \leq n_i$, $A|_{V_i} a_{ij} = \lambda_1 a_{ij} + a_{i-1,j}$, and $A|_{V_i} a_{ij} = \lambda_1 a_{ij}$ for all $1 \leq j \leq n_1$. Thus under this basis $A|_{V_1}$ is in its Jordan form.

To obtain a full basis under which $A$ has its Jordan form, we apply the automorphisms $\sigma_i$, for $i = 2, \ldots, d$. Note that all the computations over $F_1$ are symbolic and thus extends readily to $F_i$ verbatim. Thus to obtain a basis for $A|_{V_1}$ for the $\lambda_i$-Jordan blocks, we only need to replace all occurrences of $\lambda_1$ by $\lambda_i$. This is finally a basis change $T$, such that $T^{-1} AT$ is in Jordan form. The matrix $T$ has a "striped form", where the first $e$-columns are vectors over $F_1$, and the next $e$-columns are vectors over $F_2$ under the substitution of $\lambda_2$ for $\lambda_1$, etc.

3 Transformations for commuting matrices

Before we start, we may wonder why we didn't try to compute a basis change such that both $A$ and a commuting matrix $B$ are simultaneously put in JNF. While it is true that if $A$ and $B$ commute, and if both are diagonalizable, then they can be simultaneously diagonalized. It is not true that commuting matrices can always be simultaneously put in JNF. This is seen by the following example.
3.1 An example

Consider the 4 by 4 matrices

\[ X = \begin{pmatrix} \lambda I + U & 0 \\ 0 & \lambda I + U \end{pmatrix} = \begin{pmatrix} \lambda & 1 & 0 & 0 \\ 0 & \lambda & 0 & 0 \\ 0 & 0 & \lambda & 1 \\ 0 & 0 & 0 & \lambda \end{pmatrix} \]

and

\[ Y = \begin{pmatrix} \lambda I & I \\ 0 & \lambda I \end{pmatrix} = \begin{pmatrix} \lambda & 0 & 1 & 0 \\ 0 & \lambda & 0 & 1 \\ 0 & 0 & \lambda & 0 \\ 0 & 0 & 0 & \lambda \end{pmatrix}, \]

where

\[ I = I_{2 \times 2} = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \]

and

\[ U = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix} \]

and \( \lambda \) is any complex number.

To verify that \( XY = YX \), we can check directly, or we can go as follows:

Since \( X = \lambda I_4 + \begin{pmatrix} U & 0 \\ 0 & U \end{pmatrix} \) and \( Y = \lambda I_4 + \begin{pmatrix} 0 & I \\ 0 & 0 \end{pmatrix} \), we only need to verify that

\[ \begin{pmatrix} U & 0 \\ 0 & U \end{pmatrix} \cdot \begin{pmatrix} 0 & I \\ 0 & 0 \end{pmatrix} = \begin{pmatrix} 0 & I \\ 0 & 0 \end{pmatrix} \cdot \begin{pmatrix} U & 0 \\ 0 & U \end{pmatrix}, \]

which is just \( \begin{pmatrix} 0 & U \\ 0 & 0 \end{pmatrix} \).

Now, \( X \) is already in its Jordan form, while the (unique) Jordan form for \( Y \) is \( X \). This can be seen by the basis change of \( \{ e_1, e_2, e_3, e_4 \} \rightarrow \{ e_1, e_3, e_2, e_4 \} \).

Suppose there exists a non-singular matrix \( Z \), such that \( Z^{-1}XZ = X \) and \( Z^{-1}YZ = X \). Then clearly, we must have \( X = Y \), a contradiction.

In fact this failure of simultaneous Jordanization is one of the main difficulties in the A B C problem [4]. We will settle for the more modest goal of putting one of the matrices in JNF, while computing the transformed forms of the other commuting matrices exactly.
3.2 Computing $T^{-1}BT$

Now we show how to get $T^{-1}BT$. A basis change is not much good if we cannot apply to some other matrices. Note that in section 2 we did not compute $T^{-1}$, nor did we compute $T^{-1}AT$ by matrix product. To compute $T^{-1}$ and $T^{-1}BT$ using standard method would involve the splitting field in general, and would not be in P-time.

As it turns out that, computing $T^{-1}BT$, using the fact that $A$ and $B$ commute, need not involve actually having $T^{-1}$ computed first. We observe that, since $A$ and $B$ commute, $V_i = \ker(A - \lambda_i I)$ is an invariant subspace of $B$ as well. This means that under the basis change $T$, $T^{-1}BT$ will have a block diagonal form, which will enable us to compute all of its entries in P-time.

More precisely, let $\epsilon = n_1 + n_2 + \ldots + n_\epsilon$ be the number of basis vectors that correspond to $\lambda_1$ (the first $\epsilon$ columns in $T$). Let these column vectors form an $n \times \epsilon$ matrix $T_1$. Let the first $\epsilon$ columns of $T^{-1}BT$ be denoted by $B_1$, then the last $n - \epsilon$ rows of $B_1$ are all 0. Let the top $\epsilon$ rows of $B_1$ be denoted by $B_{11}$. Then, $B_1 = \begin{pmatrix} B_{11} \\ 0 \end{pmatrix}$, and $BT_1 = TB_1$, which implies that $BT_1 = T_1B_{11}$.

If we view this matrix equation column by column in $B_{11}$, each column gives us a system of linear equations with the entries of $B_{11}$ as unknowns and the entries of $T_1$ as coefficients. Since $T_1$ has full column rank $\epsilon$, we can find the appropriate rows of $T_1$, which gives us a square $\epsilon \times \epsilon$ system of linear equations of full rank $\epsilon$. This gives us a unique solution for, say, the first column of $B_{11}$. (The system of linear equations in $BT_1 = T_1B_{11}$ may appear over-determined, but our structural information has guaranteed us that there is a solution, and by the above argument a unique solution.) This can be carried out for all columns of $B_{11}$.

To obtain the full matrix $T^{-1}BT$ we again apply the automorphisms $\sigma_i$, for $i = 2, \ldots, d$. Thus the other blocks of $T^{-1}BT$ are obtained by substitution of $\lambda_i$ for $\lambda_1$ in $B_{11}$.

4 Computing the inverse $T^{-1}$

We first prove a lemma.

**Lemma 4.1** If $A_1 = \lambda_1 I + N$ and $A_2 = \lambda_2 I + N$, where $\lambda_1 \neq \lambda_2$, and $N$ is a nilpotent matrix. Let $X$ be any matrix such that $A_1X =XA_2$, then $X = 0$. 
Proof: By changing to the JNF, we can assume that $N$ is strictly upper triangular. Suppose for a contradiction, that $X \neq 0$, and the $k$th column $x_k$ of $X$ is its first nonzero column, $1 \leq k \leq n$.

Consider $XA_2$. The $k$th column of $XA_2$ is $\lambda_2 x_k$. Now consider $A_1 X$. The $(n, k)$-entry of $A_1 X$ is $\lambda_1 x_{n,k}$, where $x_{n,k}$ is the $(n, k)$-entry of $X$. Since $\lambda_1 \neq \lambda_2$, $x_{n,k} = 0$.

Now the $(n - 1, k)$-entry of $X$ must also be zero, since the $(n - 1, k)$-entry of $XA_2$ is $\lambda_2 x_{n-1,k}$, while the same entry in $A_1 X$ is $\lambda_1 x_{n-1,k}$, due to the fact that $x_{n-1,k} = 0$.

An easy induction proves that in fact $x_k = 0$, and thus $X = 0$. □

Theorem 4.1 The inverse $T^{-1}$ can be computed in polynomial time.

Proof: We have computed $T$, and $J$, the JNF of $A$. If $A$ is invertible, then we can also compute $A^{-1}$ and $J^{-1}$ easily, since $A$ is a rational matrix, and $J^{-1}$ has a closed form formula. If $A$ is singular, then we can set $A' = dI + A$, for a sufficiently large $d$, then both $A'$ and its JNF $J' = dI + J$ are invertible. Thus it is without loss of generality that we assume $A$ is invertible.

Now we can compute an invertible $S$, such that $SA^{-1} = J^{-1} S$. This can be accomplished by a “row” vector version of the procedure similar to the computation of $T$. The details are given in Appendix 1.

Note that $S$ has a “striped” form, where the first $\epsilon$-rows are over $Q(\lambda_1)$, and then an equal number of rows over $Q(\lambda_2)$ follows, etc.

Since $SAS^{-1} = J = T^{-1} AT$, we get that $S^{-1}JS = A = TJT^{-1}$, which implies that $ST$ commutes with $J$.

Write $J = \text{diag}\{J_1, J_2, \ldots, J_k\}$, where each $J_i = \lambda_i + N$, $N$ is nilpotent and the same for all $i$. By Lemma 4.1, $X = ST$ has block diagonal form as well $\text{diag}\{X_1, X_2, \ldots, X_k\}$. Each $X_i = S_i \cdot T_i$ is over $Q(\lambda_i)$, thus can be computed. In fact, by applying the automorphism $\sigma_i$, all we need to compute is the first block. It follows that we can also compute the inverse $X^{-1}$.

Now $T^{-1} = X^{-1}S = \text{diag}\{X_1^{-1}, X_2^{-1}, \ldots, X_k^{-1}\}S$. By the “striped” form of $S$, this product can be computed. □

Appendix: Computing $S$.

We first consider the closed form formula for the inverse of a Jordan block. Assume $\lambda \neq 0$. 
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Let \( J = \lambda I_k + U \), a Jordan block of size \( k \), where

\[
U = \begin{pmatrix}
0 & 1 & 0 & \cdots & 0 \\
0 & 0 & 1 & \cdots & 0 \\
0 & 0 & 0 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & 0 
\end{pmatrix},
\]

with 1's on the upper off-diagonal, and 0's everywhere else. Then \( J^{-1} \) has the closed formula

\[
J^{-1} = \mu \left[ I + (\mu U) + (\mu U)^2 + \cdots + (\mu U)^{k-1} \right],
\]

where \( \mu = 1/\lambda \). In fact,

\[
(I + aU)^n = \sum_{i=0}^{k-1} \binom{n}{i}(aU)^i
\]

\[
= I + \binom{n}{1}aU + \binom{n}{2}(aU)^2 + \cdots + \binom{n}{k-1}(aU)^{k-1},
\]

for all \( n \in \mathbb{Z} \). For negative \( -n \), this specializes to

\[
(I + aU)^{-n} = \sum_{i=0}^{k-1} (-1)^i \binom{n+i-1}{i}(aU)^i
\]

\[
= I - \binom{n}{1}aU + \binom{n+1}{2}(aU)^2 + \cdots + (-1)^{k-1} \binom{n+k-2}{k-1}(aU)^{k-1}.
\]

Thus,

\[
J^{-n} = \mu^n \left[ I - \binom{n}{1}\mu U + \binom{n+1}{2}(\mu U)^2 + \cdots + (-1)^{k-1} \binom{n+k-2}{k-1}(\mu U)^{k-1} \right],
\]

for all \( n \geq 0 \).

Assume \( V_\lambda \) is the subspace \( \ker(A - \lambda I)^t \), where all the \( \lambda \)-blocks of \( A \) are located. Let \( M = (A|_{V_\lambda})^{-1} - \mu I \), then, in each Jordan block of size \( k \), \( M \) has the form

\[
\sum_{s=2}^{k} (-1)^{s-1} \mu^s U^{s-1}
\]

\[
= -\mu^2 U + \mu^3 U^2 + \cdots + (-1)^{k-1} \mu^k U^{k-1}.
\]
We now show how to find a basis of row vectors $S$, such that $SM S^{-1}$ has this form.

Recall the definition of $U_i = \ker A_i^i$, where $A_1 = A|_{V_{\lambda_1}} - \lambda_1 I$, and

$$n_1 + n_2 + \ldots + n_i = \dim U_i,$$

for $i = 1, \ldots, e$.

The desired basis of row vectors $\{b_{1,1}^T, \ldots, b_{1,n_1}^T, \ldots, b_{e,1}^T, \ldots, b_{e,n_e}^T\}$ should satisfy

$$b_{i,j}^T M = \sum_{s=2}^{i} (-1)^{s-1} \mu^s b_{i-(s-1),j}^T$$

for $1 \leq i \leq e, 1 \leq j \leq n_i$. (The sum is 0, if $i = 1$.)

This basis is computed by a double induction.

We start with any basis $\{a_{1,1}^T, \ldots, a_{1,n_1}^T, \ldots, a_{c,1}^T, \ldots, a_{c,n_c}^T\}$, such that $\{a_{1,1}^T, \ldots, a_{1,n_1}^T, \ldots, a_{e,1}^T, \ldots, a_{e,n_e}^T\}$ is a basis for $U_i$, for $1 \leq i \leq e$.

If $e = 1$, then we are done: In this case, $\{a_{1,1}^T, \ldots, a_{1,n_1}^T\}$ are all row-eigenvectors of $A$, therefore that of $A^{-1}$ as well, so that $M$ is identically 0. All blocks are 1 by 1.

Suppose $e > 1$. Form the quotient space $U_e / U_1$. Inductively, from $\{a_{2,1}^T, \ldots, a_{2,n_2}^T, \ldots, a_{c,1}^T, \ldots, a_{c,n_c}^T \pmod U_1\}$ we can form a basis

$\{\tilde{b}_{2,1}^T, \ldots, \tilde{b}_{2,n_2}^T, \ldots, \tilde{b}_{e,1}^T, \ldots, \tilde{b}_{e,n_e}^T \pmod U_1\}$

such that

$$\tilde{b}_{i,j}^T M = \sum_{s=2}^{i-1} (-1)^{s-1} \mu^s \tilde{b}_{i-(s-1),j}^T \pmod U_1,$$

for $2 \leq i \leq e, 1 \leq j \leq n_i$. (The sum is 0, if $i = 2$.)

Now we will modify the $\tilde{b}_{i,j}^T$'s to finish the proof. The final $b_{i,j}^T$'s will be

$\equiv \tilde{b}_{i,j}^T \pmod U_1$.

Now $\tilde{b}_{2,j}^T M \in U_1$, for $1 \leq j \leq n_2$. By Lemma 2.2, they are linearly independent. We let the first $n_2$ basis vectors for $U_1$ be chosen as, $b_{1,j}^T = \tilde{b}_{1,j}^T M$, for $1 \leq j \leq n_2$. If $n_1 > n_2$, then extend arbitrarily to a basis $\{b_{1,1}^T, \ldots, b_{1,n_1}^T\}$ for the eigenspace $U_1$. For $i \geq 2$, inductively assume we have chosen $\{b_{1,1}^T, \ldots, b_{1,n_1}^T, \ldots, b_{i-1,1}^T, \ldots, b_{i-1,n_{i-1}}^T\}$ such that

$$b_{i,j}^T M = \sum_{s=2}^{i} (-1)^{s-1} \mu^s b_{i-(s-1),j}^T,$$
for $2 \leq \ell \leq i - 1$, $1 \leq j \leq n_\ell$, and

$$\tilde{b}_{i,j}^TM = \sum_{s=2}^{i-1} (-1)^{s-1} \mu^s b_{i-(s-1),j}^T + \xi_j b_{1,j}^T,$$

for some number $\xi_j \in \mathbb{Q}$ and $1 \leq j \leq n_i$.

Now $\tilde{b}_{i,j}^T$, for $1 \leq j \leq n_i$, are to be modified by adding a suitable multiple of $b_{1,j}^T$ such that $\tilde{b}_{i,j}^T \equiv b_{1,j}^T \pmod{U_1}$ and

$$b_{1,j}^TM = \sum_{s=2}^{i} (-1)^{s-1} \mu^s b_{i-(s-1),j}^T,$$

for $1 \leq j \leq n_i$. This completes the proof.
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