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Abstract

Recognition of degraded text is a challenging problem. To improve the performance of an OCR system on degraded images of text, postprocessing techniques are critical. The objective of postprocessing is to correct errors or to resolve ambiguities in OCR results by using contextual information. Depending on the extent of context used, there are different levels of postprocessing. In current commercial OCR systems, word-level postprocessing methods, such as dictionary-lookup, have been applied successfully. However, many OCR errors cannot be corrected by word-level postprocessing. To overcome this limitation, passage-level postprocessing, in which global contextual information is utilized, is necessary. In most current studies on passage-level postprocessing, linguistic context is the major resource to be exploited.

This thesis addresses problems in degraded text recognition and discusses potential solutions through passage-level postprocessing. The objective is to develop a postprocessing methodology from a broader perspective. In this work, two classes of inter-word contextual constraints, visual constraints and linguistic constraints, are exploited extensively.

Given a text page with hundreds of words, many word image instances can be found to be equivalent, either entirely or partially, by image matching. Formally, several types of visual inter-word relations are defined. Relations at the image level must be consistent with the relations at the symbolic level if word images in the text have been interpreted correctly. Based on the fact that OCR results often violate this consistency, methods of visual consistency analysis are designed to detect and correct OCR errors.

Supposing that we know in advance that the text to be recognized is normal text written in a certain natural language (e.g., English), high-level linguistic knowledge sources such as lexicography, syntax, and semantics, can be used to detect OCR errors and correct them using alternatives aided by their linguistic context. Here, we focus on the word candidate selection problem. In this approach an OCR provides several alternatives for each word and the objective of postprocessing is to choose the correct decision among these choices. Two approaches of linguistic analysis, statistical and structural, are proposed for the problem of candidate selection. A word-collocation-based relaxation algorithm and a probabilistic lattice parsing algorithm are proposed.

There exist some OCR errors or ambiguities which are not easily recoverable by either visual consistency analysis or linguistic consistency analysis. However, integration of image analysis and language-level analysis provides a natural way to handle difficult words. An interactive model for degraded text recognition is proposed that implements this strategy. In the model, initial word recognition results are provided by an OCR system and they are treated as hypotheses to be tested further; by integrating visual and linguistic consistency analysis, a word hypothesis can be proposed, modified, rejected, confirmed or selected; finally, a decision for each word image is determined.

Under the framework, experiments on OCR postprocessing using visual inter-word constraints and word candidate selection using linguistic and visual constraints are reported. The extension of the approach to Chinese/Japanese text recognition is also discussed.
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Chapter 1

Introduction

The objective of visual text recognition is to correctly transform an arbitrary image of text into its symbolic equivalent. Recent technical advances in the area of document recognition have made automatic text recognition a viable alternative to manual key entry for many applications. Given a high quality text page, a commercial document recognition system can recognize words on the page at a high level of accuracy [22, 125, 126, 124]. However, given a degraded text page, such as a multiple-generation photocopy or facsimile, performance usually drops abruptly [8, 111].

The research presented here addresses problems in degraded text recognition and focuses on how to enhance text recognition by exploiting different high-level knowledge sources and visual contextual information in a text image. We constrain ourselves to the problem of English machine-printed text recognition although the approach can be extended to similar tasks such as handwritten text recognition and machine-printed non-alphabetic-language (e.g.: Chinese and Japanese) text recognition.
1.1 Problem Definition

The task of text recognition can be decomposed into two sub-tasks: word recognition and passage-level postprocessing. For each word image from a degraded text page, a word recognition algorithm can be applied to generate one or several candidates (or so-called "word hypotheses"). A word candidate is usually a valid word which can be found in a large dictionary, but sometimes it is just a string which is the best guess provided by the word recognizer. Each word candidate is also provided with a confidence score. Due to the existence of noise, the identity of a word image may be a candidate with a low confidence score, or may not even appear in the candidate set.

The problem to be examined in this research is defined as follows: given a set of candidates for each word image in a text page, determine the correct decision for each word image by passage-level postprocessing, in which visual contextual information and linguistic constraints are exploited. Here, we do not assume the candidate set always contains the correct word. During passage-level postprocessing, word candidates can be re-evaluated, modified or rejected, and new candidates can be proposed.

1.2 Motivation

In a poor quality text page, degradation causes many problems: adjacent characters can touch one another; a character may be broken into several pieces; random noise or ink smears may make a character distorted. With the presence of such problems, for many word images, it is difficult to correctly determine their identities by an omni-font OCR system based only on the visual information from the noisy word images themselves. Figure 1.1.(a) is a fragment of a degraded text page. Figure 1.1.(b) is the output generated by a leading commercial OCR system. There are many recognition mistakes made by the OCR. For
example, in the first line, the word “life” was recognized as *life* and the word “the” was recognized as *die*; in the second line, the word “project” was recognized as *protect*; in the third line, the word “Angolan” was recognized as *Angolar*; in the last line of the first paragraph, the word “first” was recognized as *list*; etc.

What is shown in Figure 1.1(b) are the OCR decisions for each word. The OCR results are also represented by the word lattice shown in Table 1.2 (for the first paragraph of Figure 1.1). For each word image, there is an OCR decision. For some word images, there are also lists of suggested candidates in addition to the decisions. Each candidate is associated with a score that measures the confidence of the recognizer in that choice. To generate proper candidates for a word image, lexical constraints have been exploited through word-level postprocessing inside the OCR so that all those candidates are valid words, if possible. For example, there are three word candidates, “*protect*,” “*project*” and “*prefect*,” for the image “*project*” in the second line. Although the OCR decision “*protect*”
Third was the loss of life at the South African-guarded Calueque Dam project close to the Angolan border, when Cuban Mig-23 jets attacked in June. The latter engagement established the Angolan and Cuban air forces’ superiority over South Africa’s for the first time.

Figure 1.2: Word candidates for the first paragraph in the example page. There are 44 words. For each word, there is at least one word candidate. The first candidate is always the OCR’s decision; other candidates, if any, are suggested alternatives to the OCR decision.
is incorrect, the correct word "project" is among the suggested candidates.

In current document recognition systems, text recognition is usually treated as a sequence of isolated word image recognitions. Postprocessing in those systems is limited to isolated words (so-called "word-level postprocessing"). Therefore, many recognition errors and uncertainties remain unresolved if the text image is highly degraded.

OCR error detection is a difficult problem. Two types of information can be employed to locate those words that might have errors. The first is the low confidence of the character segmentor or the character recognizer. For a word image, if the OCR has difficulty in character segmentation or character recognition, the image is quite possibly recognized incorrectly. The second is the failure of dictionary look-up. Assuming that the text to be recognized is normal English text, if the sequence of characters for a word image is not a valid word defined in a large English dictionary, the word image is probably recognized incorrectly. However, the OCR confidence and the dictionary look-up criterion are sometimes not reliable. For example, a word may be recognized incorrectly although its OCR confidence number is quite high; a word may be mis-recognized as another valid word which can be found in the dictionary. By using the dictionary look-up method, some words, such as proper nouns, foreign words, abbreviations and acronyms, which are actually recognized correctly may be marked as suspect because they are not in the dictionary.

Even if an OCR error is detected, correcting it is still difficult. Generally, there are three types of word recognition errors:

1. The OCR decision is incorrect, and the correct result is among the other candidates;

2. The OCR decision is incorrect, and no other suggested candidates are provided;

3. The OCR decision is incorrect, and the correct result is not among the alternatives provided by the OCR.
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To correct the first type of error a postprocessing method has to find a way to select the correct candidate in the candidate list to replace the OCR decision. Candidate selection is still a difficult problem. It is more difficult to correct the second and the third types of errors because the correct candidate has to be proposed and selected. Current OCR systems usually have no capability to correct these types of errors. After locating the suspicious words, the systems usually let users verify them manually.

To detect and correct word recognition errors automatically, "word-level postprocessing" is not sufficient. More global contextual constraints have to be exploited. Depending on the window size of context to be considered, those constraints can be the ones between adjacent words, within a sentence, a paragraph, a text page or an article. According to the characteristics of contextual constraints, two classes of them, linguistic/symbolic constraints and visual constraints have been identified. For example, in Figure 1.2, the candidate "superiority" for image 37 can be decided by considering the linguistic context formed by its adjacent words. Similarly, the candidate "project" will be more preferred as the decision for word image 13 if its linguistic context is used. Visual context can also be helpful for postprocessing. For example, the recognition error of image 8 can be detected and corrected by checking the recognition results of its visually equivalent images, such as images 3, 16, 31 and 42. Similarly, recognition errors of images 10 and 40 can be detected because their left parts are very similar at the image-level and quite different at the symbolic level. In this research, we generally call those contextual constraints beyond isolated words as passage-level contextual constraints.

As you can see in the paragraph above, passage-level postprocessing techniques are necessary for this purpose. A system with passage-level postprocessing has to select one word candidate as its decision for each word image so that the decision best fits its context.

Passage-level postprocessing uses contextual information available within the passage
to improve word recognition performance. In a given text image, there exists abundant contextual information beyond the isolated words. Contextual information sources can be classified into two types: visual contextual information and high-level linguistic knowledge. Since the 1980s, there have been a few experiments that used passage-level postprocessing for visual text recognition. In those experiments linguistic knowledge was the major source of contextual information used. Those experiments showed that linguistic contextual information can improve OCR accuracy significantly. However, they also showed that there exists significant areas for further improvement.

1.3 Objectives of This Research

The primary goal of this research is to investigate contextual constraints that can be useful for visual text recognition. This research has identified two types of contextual constraints, visual and linguistic, as useful constraints for passage-level postprocessing.

The second goal of this research is to explore how to use the identified visual and linguistic contextual constraints effectively in passage-level postprocessing for visual text recognition. For visual inter-word constraints, several types of visual inter-word relations are defined and algorithms to calculate them are presented. Different uses of visual relations are discussed. For linguistic contextual constraints, two typical classes among them – the statistical model of word co-occurrence and language syntax information, are investigated. To achieve high accuracy for both theoretical and practical consideration, a computational framework in which visual and linguistic constraints are integrated needs to be outlined and tested.
1.4 Outline of the Dissertation

The remaining nine chapters of this dissertation discuss background information, define the proposed approach, and discuss in detail the portions of an interactive model. This is followed by conclusions and future directions for this research.

Visual text recognition is an application area of image processing, pattern recognition and natural language processing. In Chapter 2, research in several related areas is surveyed. The focus is on current methods of postprocessing.

Chapter 3 presents a computational framework for visual text recognition. The outline of an interactive model for passage-level postprocessing is proposed. In contrast to the traditional approach, postprocessing, according to the model, is not only a symbolic process, but also a visual process. Visual inter-word constraints and linguistic knowledge sources are integrated in the model.

Chapter 4 discusses visual contextual constraints available in text pages. Six types of visual inter-word relationships are defined. The algorithms to compute them are described and their potential uses are discussed. The principle of consistency between visual and symbolic inter-word relations is identified as the major principle to guide passage-level postprocessing described in the model. Chapters 5 and 6 reports two experiments on improving OCR performance by using visual inter-word constraints. In the first experiment, word equivalence constraints are exploited in a consensus voting algorithm to correct OCR errors on a large portion of a given text page. In the second experiment, partial similarity constraints, together with equivalence constraints, are utilized to correct errors in all words from a page.

The applications of linguistic knowledge sources in the model are discussed in Chapters 7 and 8. Passage-level postprocessing is formalized as a problem of word candidate
selection. Chapter 7 presents a relaxation algorithm in which one type of statistical constraint, word collocation, is exploited for candidate selection. Chapter 8 describes the design of a probabilistic word lattice parser for candidate selection. In the parser, statistical and structural constraints are combined. In those experiments, initial word recognition results were provided by a word shape analysis algorithm.

Chapter 9 discusses the integration of visual and linguistic constraints for visual text recognition. In Chapter 10, the approach is extended to two ideographic languages—Chinese and Japanese.

Chapter 11 summarizes the approach presented in this dissertation, and derives conclusions from this work. In Chapter 12, future directions of the work will be discussed.
Chapter 2

Background

Visual text recognition is an application area of image processing, pattern recognition and natural language processing. In this chapter, research in several related areas is surveyed.

2.1 Text Recognition

To automatically recognize the text in a document image, the first step is page layout analysis [6, 19, 109, 155]. The process of layout analysis detects and extracts text blocks and text lines. Each text line can be further segmented into a sequence of word images. Because of the space between words in machine-printed English text, it is not difficult to find word boundaries. After layout analysis, a sequence of word images is extracted for recognition.

Words are the basic units of text. Interpreting each word image correctly is the goal of text recognition. The process of word recognition generates one or more candidates for each word image.
2.1.1 Text Recognition through Isolated Word Recognition

Text recognition can be accomplished by a sequence of isolated word recognitions. Given a word image, there are basically two approaches towards isolated word recognition. One is the analytical approach, or "character-based word recognition"; another is the holistic approach, or "word shape recognition" [144].

2.1.1.1 The OCR Approach

By taking the analytical approach, word recognition can be accomplished by a three-stage process: character segmentation, character recognition, and postprocessing [79]. The approach is traditionally called OCR (Optical Character Recognition), which has a long history and is the dominant paradigm in current text recognition research [106].

![Figure 2.1: Word recognition by using OCR (T.K. Ho 1992)](image)

Character recognition is the key component of OCR-based word recognition. Given a character image, a character recognition algorithm generates decisions about the character's
identity. This can be done by template matching or structural analysis. To recognize any of the hundreds of typefaces in common use, current omni-font OCR engines take the structural analysis approach [9, 11, 79]. Different features, including various statistical and structural aspects, have been invented to concisely describe the structure of characters in various typefaces and font sizes [79, 106, 143]. Many classification methods, such as nearest-neighbor classifiers [32], Bayesian classifiers [34], neural network classifiers [94, 132], decision tree classifiers [105] and syntactic classifiers [41], have been designed to classify character images. While very high accuracy has been achieved on high-quality character images, the performance of OCR on poor-quality character images is still not satisfactory [8, 111].

Improving performance on poor quality documents is a challenging problem to which much OCR research is now devoted. New feature representations and new classification methods have been proposed [51, 111]. The role of training sets for classification has been investigated and it has been suggested that the quality of training sets, rather than classification methodology, is the determining factor in achieving higher accuracy [52]. By taking advantage of local typeface homogeneity, OCR accuracy can be improved [9]. The combination of several classifiers has been shown as a way to make recognition more accurate [50, 164].

Besides problems of isolated character classification, improper character segmentation has been identified as one of the major sources of incorrect recognition [18]. As an important preprocessing step, character segmentation partitions word images into sequences of character images so that OCR techniques can be applied [17]. The performance of a text recognition system can depend heavily upon the performance of its character segmentation step.

The simplest method of character segmentation is the use of the small space between characters as a segmentation point. This strategy may not work well when there are touching
or broken characters, which often occur in degraded text images such as multiple-generation photocopies or facsimiles. In this situation, several characters may be segmented as one character image or one character image may be split into two or more pieces.

Many methods have been developed to improve character segmentation accuracy. Many current methods are based on connected component analysis, aspect ratio estimation, or profile analysis [11, 35, 79, 93]. There are also some methods that integrate character segmentation with character recognition under the belief that segmentation decisions are tentative until confirmed by the successful recognition of segmented image pieces [18, 154].

2.1.1.2 Commercial OCR Systems

Since 1992, the Information Science Research Institute (ISRI) of University of Nevada has conducted an annual test of OCR systems [125, 126, 124]. Given a binary image of any document page, an OCR system, also called as "page reader", identifies the machine-printed characters on the page. In a test, the accuracy of each system is measured by comparing its OCR result with the truth text. In 1995, about 1,500 sample pages, with millions of characters and with various print quality, were scanned from business letters, technical documents, magazines and newspapers at different resolutions (200dpi, 300dpi and 400dpi). Many companies, such as Caere Corp., ExperVision, Xerox Imaging Systems, Inc. and Recognita Corp., participated in the tests in the past four years. Test results show that current OCR systems can achieve high accuracy (more than 95% correct rate at the word level) on good quality document pages. But it was also reported that the accuracy of the OCR systems declined dramatically when the images are degraded or the resolution of the images was reduced from 300 to 200dpi.

Current OCR systems use lexical constraints and domain knowledge to detect and correct character recognition errors [79, 11]. In OCR systems such as Caere's OmniPage,
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Calera’s WordScan Plus, ExpertVision’s TypeReader and XIS’s TextBridge, for the characters or words on which the recognition results are not confident, suspicion marks are provided so that the user can verify and edit them manually with a graphical interface [147, 38] (see Figure 2.2 for an example). To verify a marked word, the user usually has to take a look at the original word image and its linguistic context.

![Image of OCR error]

Figure 2.2: Correct an OCR error in a "pop-up verifier" (Calera’s WordScan Plus). For a marked word in the OCR result, the verifier can display the original word image so that the user can verify the recognition result easily. Here, a word is marked because it includes uncertain characters or it can not be found in the dictionary provided by the OCR system or by the user.

2.1.1.3 Word-level Postprocessing

Because OCR is error-prone when the input image is noisy or the typefaces used in the image are not known a-priori to the OCR, contextual postprocessing is usually needed to detect and correct errors in character recognition.

Contextual constraints which have been utilized successfully in practical systems are limited to the word-level [35, 54, 90]. The lexical constraint is the one that is used most
widely. Methods of dictionary look-up [158], confusion-matrix-based transformation and string editing [36, 79], probabilistic relaxation [44], and character n-gram frequency analysis [74, 142] have been developed to exploit the lexical constraint efficiently. Such methods work well on non-word error detection. If a string generated by an OCR for a word image does not appear in a dictionary, which can be very large for wide coverage, a non-word error can be detected. Correction of a non-word error finds the dictionary word which is most similar to the string.

However, the dictionary look-up scheme has its limitations: (1) some words without recognition errors may be detected as errors because those words are not included in the dictionary; (2) some word errors may not be detected because they are actually valid words defined in the dictionary; and (3) several alternative words may be suggested by the dictionary because they are very similar. It seems that a complete dictionary can prevent the first type of mistake. But it is impossible to compile a complete list to cover all possible words which can appear in a text. New words are developed continuously, and proper nouns, foreign words, abbreviations and acronyms often appear in text. It is evident that by increasing the size of dictionary the number of these mistakes can be reduced, although the number of mistakes caused by the presence of visually similar alternatives in the dictionary may increase.

For a noisy word image, the OCR result is sometimes nonsense which has several character errors (for example, the image of “pragmatic” in Figure 1.1 recognized as “pranauc”). Based on such a string, correction suggested by using lexical knowledge is usually misleading. Also, for a detected word error, more than one word candidate might be suggested because all are quite similar to the non-word pattern. In that case, selecting an appropriate candidate is difficult if only lexical knowledge is used. Therefore, many OCR errors cannot be detected or corrected by those methods because word-level constraints are so local. To
correct those errors, more global context must be taken into consideration.

Given a noisy word image, ambiguity or uncertainty may arise from any or all of the three stages: character segmentation, character recognition and word-level postprocessing. Character segmentation may give several competitive break points in some regions; character recognition may generate several alternatives for each segmented character image; and postprocessing may provide a set of word candidates to correct a detected OCR error. As a general framework to resolve ambiguity at several levels, a lattice has been identified as a useful structure to keep records of possible segmentation points and character alternatives according to their geometric positions. Various lattice-based methods have been applied [6, 135, 150, 154]. In previous studies, each entry in a lattice is only a representation at the character level.

Sponsored by ARPA (Advanced Research Projects Agency), RAF Technology, Inc. is developing ILLUMINATOR, a new framework for document decomposition, recognition, storage and interchange [119]. It provides a format for breaking down documents into standardized entities, defining entities boundaries and attributes and tagging or labeling their contents and attributes. The Document Attribute Format Specification (DAFS), is being jointly defined by ARPA and RAF, and being promoted by ARPA as a standard [118]. Based on DAFS, ILLUMINATOR also provides tools which make OCR postprocessing more efficient and accurate [117, 119].

2.1.1.4 The Whole Word Recognition Approach

Lexical constraints can be directly exploited in the process of word recognition by applying the word-shape analysis method [55]. In this way, character segmentation is bypassed. Given a word image, its word-shape feature will be directly matched with word-shape features of prototypes for words in a lexicon (see Figure 2.3). The first $n$ best matches will be given as
the recognition result. For degraded word recognition, the rate at which the correct word appears in the top-n neighborhood can be high although the accuracy of the top candidate is low. While the method is suitable for specific recognition tasks in which the number of allowable words and the number of typefaces in use are limited, the drawbacks of the approach are also obvious: it requires at least one prototype for each dictionary word or maybe even several prototypes (in different typefaces) for each word. Using word-shape-analysis, a word image cannot be recognized correctly if its identity is not included in the lexicon. Therefore, the approach is not appropriate for the recognition of proper nouns, numbers and foreign words, which often appear in normal text.

Figure 2.3: Outline of word shape analysis method (T.K. Ho et al 1992)

2.1.1.5 Summary

Isolated word recognition is a popular technique for text recognition. By exploiting the visual information from a word image and lexical constraints, one or more candidates can be generated for each word image. To verify word recognition results and make final decisions, more global contextual constraints have to be utilized.
2.1.2 Text Recognition by Decoding Based on Visual Constraints

Although text recognition is based on word recognition, it is not equivalent to the task of isolated word recognition. Text recognition can take advantage of the typographic uniformity of paragraphs, or other layout components [107]. To utilize visual constraints in a text passage, image clustering techniques have been introduced for text recognition. There are two basic classes of methods used for word image or character image based clustering.

Because there are many occurrences of the same words in a text, word images can be clustered based on visual similarity. For each cluster, a prototype can be created to represent the members in the cluster. Then, a recognition algorithm can be applied to recognize the prototypes. If there are several degraded word images in a cluster, the image quality of the prototype for the cluster usually is much better than that of the original noisy word images, so it is easier for a recognition algorithm to recognize the prototype than the original word images [72, 84]. The method has been applied successfully to tasks such as content word detection and font identification [85]. In the word image clustering method, one type of visual inter-word constraint – the word equivalence constraint – is taken into consideration. Use of the constraint with other contextual constraints, especially linguistic constraints, and generalization of the method for other types of visual inter-word constraints are interesting problems we propose for further investigation.

If there are not too many touching or broken characters on a text page, the character images, which usually are individual connected components, can be clustered by image matching or feature vector matching. To find the identity of a cluster so that each character image can inherit the identity of the cluster, there are at least two applicable methods: one is simply to apply a character recognition algorithm; another is to use a deciphering algorithm in which the characters are treated as substitution ciphers and their true values can be solved by a dictionary-based deciphering algorithm [16, 108, 39]. Figure 2.4 illustrates
Figure 2.4: An example of text recognition by deciphering. Given a text image (a), character images are clustered based on their visual similarity. In (b), the characters from the same cluster are shown in the same symbol. The size of each cluster is listed in (c). Text recognition here is to find the identity of each character cluster. Lexical knowledge can be helpful to assign identities to clusters incrementally. (d) shows the partially deciphered text after finding identities of some clusters in (e). (f) shows the final result and (g) lists the identities of all clusters.
how the deciphering approach works for a text image. Touching and broken characters, clustering errors, and incompleteness of the dictionary are difficulties that may cause the failure of deciphering algorithms. However, the dictionary-based deciphering algorithm is a nice example which demonstrates how linguistic knowledge and visual contextual constraints can be integrated for text recognition, although the linguistic knowledge used here is limited to the lexical level and the visual constraint is limited to the character level.

Document image decoding using Markov sources is another promising approach that uses visual context[87]. Under this approach, a document image is assumed to be generated by an image generator and a noisy channel. A document image generator is a Markov source (stochastic finite-state automaton) which combines a message source with an imager. The message source produces a string of symbols, or text, which contains the information to be transmitted. The image generator can be modeled as a finite-state transducer which converts the message into an ideal bitmap. The channel transforms the ideal image into a noisy observed image. Therefore, a document recognition system is an image decoder. Given the observed document image, the decoder estimates the message, by finding the \textit{a posteriori} most probable path (so-called "maximum a posteriori (MAP)") through the combined source and channel models using a Viterbi-like dynamic programming algorithm.

\subsection{Reading by Hypothesis Generation and Testing}

Based on previous studies of how people read and the psychology of reading[15, 113, 120], a computational theory for the visual recognition of words of text was proposed [69]. The theory includes three stages: \textit{hypothesis generation}, \textit{hypothesis testing}, and \textit{global contextual analysis}. Hypothesis generation uses gross visual features to provide expectations about word identities. Hypothesis testing integrates the information determined by hypothesis generation with more detailed features that are extracted from a word image. Global contextual analysis provides syntactic and semantic information that influences hypothesis
testing.

2.1.4 Document Degradation Modeling

The poor performance of current document recognition systems on degraded images has motivated researchers to study the phenomenon of image degradation. An image page may gain noise from many different sources. The defects may come from the original physical page, from the transformation process (such as photocopying, scanning or facsimile), or from image operations such as digitization. Inside a text page, degradation causes many problems for recognition systems. For example, words near boundaries may have perspective distortion because of how the page was photocopied or scanned from a thick book. Characters may become blurred, distorted, touch together, or split into smaller pieces.

To characterize different sources of degradation on document pages, document degradation models (DDM) have been proposed [7, 8, 81, 80]. Tools based on those DDMs and defect images generated by the methods can be found in the UW English Document Images Database, which is available in CDROM form [112]. Those parameterized models can quantitatively describe local or global image defects. They can be used to evaluate the performance of a recognition system for a continuum of degradation levels [53]. Another use of those models is to develop new systems which can explicitly tolerate the noise represented by those models.

To describe the capability of a new method or a new system on degraded text recognition, simply showing its performance on testing samples may not be enough. It is better to explicitly describe the degradation models the new method or system can work well on.

The behavior of an OCR on noisy images may not be stable. It is observed that OCRs are usually sensitive to slight perturbations in their input. If the same page is scanned several times, OCR results for different scanned versions of the same image may exhibit different
recognition errors. Consensus voting methods have been applied to improve recognition accuracy by combining outputs of the same OCR on different scanned versions of the same page [95].

2.1.5 Postprocessing Using Passage-level Linguistic Context

Isolated word recognition is error-prone, especially when the input page is seriously degraded. Word-level postprocessing is not sufficient to detect and correct many recognition errors. One or several word candidates associated with confidence scores can be provided by a word recognizer for each word image. For a degraded text page, if a text recognition system just outputs the candidates with the highest scores as the recognition result, like current OCR systems, manual effort is needed to detect and correct those errors.

One technique for improving postprocessing performance is called context-dependent word correction [90]. Passage-level linguistic contextual constraints, above the word level, are utilized in this process. Over the last decade, much research has been conducted in the area. According to the ranges of context to be taken into consideration, we can separate contextual postprocessing into several levels (see Table 2.1). In the thesis, passage-level postprocessing is defined as a procedure that uses constraints above the word level.

Figure 2.1 illustrates different levels of postprocessing according to the window size of linguistic context to be considered. Typical methods, constraint types, typical tasks and examples are listed for each level. At the word-level, postprocessing is usually designed to detect and correct character recognition errors and to generate a word candidate list. Constraints used here are limited to lexical constraints. Typical methods are dictionary look-up, character n-gram and string distance editing. At the levels beyond isolated words, the typical task is word candidate selection, that is, for each word with multiple word candidates, choosing the candidate which is most preferred in the context. Given a passage
<table>
<thead>
<tr>
<th>Level</th>
<th>Typical Tasks</th>
<th>Typical Methods</th>
<th>Constraint Type</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Word</td>
<td>character error correction, word candidate generation</td>
<td>character transition, n-gram relaxation, hidden Markov model, dictionary look-up, string distance editing</td>
<td>lexical</td>
<td>rnlitary → military</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>superonty → superiority</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>protect/project/prefect</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>attacked/attacked</td>
</tr>
<tr>
<td>Interword</td>
<td>word candidate selection</td>
<td>word collocation, POS tag transition, semantic code</td>
<td>lexical</td>
<td>application form/form</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>application form</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>syntactic,</td>
<td>be/he is → he is</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>semantic</td>
<td></td>
</tr>
<tr>
<td>Phrase</td>
<td>word candidate selection</td>
<td>hypertag transition, phrase parsing</td>
<td>syntactic,</td>
<td>Mig/Wig -23 jets attacked/attached</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>semantic</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Mig-23 jets attacked</td>
</tr>
<tr>
<td>Sentence</td>
<td>word candidate selection</td>
<td>hidden Markov model, N-best search, sentence parsing, lattice parsing</td>
<td>syntactic,</td>
<td>Word Lattice</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>semantic</td>
<td>Places show me where Hong Kong is</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>pragmatic</td>
<td>Please show me where Hong Kong is</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>The Best Sequence</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Please show me where Hong Kong is</td>
</tr>
<tr>
<td>Beyond</td>
<td>word candidate selection</td>
<td>content word recognition by definition overlap</td>
<td>semantic,</td>
<td>Recognition Results for Content Words</td>
</tr>
<tr>
<td>Sentence</td>
<td></td>
<td></td>
<td>discourse</td>
<td>pattern cancer chug nurse</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>patriot saucer drug nose</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>patient corner thug curse</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Candidate Selection</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>patient cancer drug nurse</td>
</tr>
</tbody>
</table>

Table 2.1: Levels of postprocessing using linguistic constraints
to be recognized, the difficulty of the task varies, depending on the percentage of word images with multiple candidates. If most of the words have been well-recognized, word candidate selection for a word with multiple candidates becomes easier because it can rely on the context formed by those well-recognized words. If the most of words have multiple candidates (see the word lattice for a sentence in Figure 2.1), the task becomes more difficult because the linguistic context itself is a variable. Another factor that affects the difficulty of word candidate selection is the correct rate of the word candidate lists. The task is much more difficult if the correct rate of the word candidate lists is low, that is, for many words, the correct candidates are not included in the candidate lists.

There are many contextual constraints that can be utilized if we consider information about the relations among words and the structure of documents [77, 144]. Passage-level postprocessing is usually formalized as a candidate selection problem in its simplest case. To select a candidate for each word image, those constraints can play a crucial role. Previous approaches have utilized local word-to-word transitions [68], statistical part-of-speech transitions [70], definitional overlap [40], word collocation constraints [130], transitions between hypertags [141], N-best strategies [31] and semantic constraints from a limited domain, such as chess [10]. Post-editing through approximation and global correction was demonstrated as a useful method in which a string with errors can be corrected because it is very close to some well-recognized words (centroids) in the text [148, 149].

Other techniques developed in natural language understanding (NLU), such as parsing, can be integrated with text recognition. However this is sometimes difficult because some NLU techniques were developed for restricted domains and cannot process unrestricted English text accurately, efficiently and robustly. We will discuss this problem in more detail later.
2.2 Related Studies on Natural Language Processing

To exploit linguistic knowledge, the task of passage-level postprocessing for visual text recognition is an application of natural language processing. In natural language processing, there are many tasks which are similar or relevant to our task of word candidate selection. They are:

- Part-of-Speech (POS) tagging: selecting the most likely sequence of syntactic categories for the words in a sentence;

- word sense disambiguation: determining the most preferred word sense for a word in its context;

- syntactic parsing: judging whether a sequence of words forms a grammatical sentence.

In natural language processing, there are also other applications which are similar in nature to our task. They are:

- speech recognition;

- spelling correction.

In the section, we will study methodologies in areas of natural language processing and techniques developed for applications.

2.2.1 Statistical Language Modeling

Research from artificial intelligence and computational linguistics has shown that statistical methods can achieve promising performance in the tasks of lexical acquisition [75], tagging [25], parsing [42, 99, 100] and sense disambiguation [140] and that these informa-
tion sources can be used in systems for natural language processing [161], machine translation [14], information retrieval [88], and speech recognition [160].

The statistical information is usually collected by training on a large text corpus. This approach is also called *corpus-based natural language processing*. The Brown Corpus is an English text corpus with about one million words [89]. It has both a raw and a tagged version. In the tagged version, each word is labeled with its part-of-speech (POS) tag. A corpus can be further annotated at the syntactic or semantic level, for example, each sentence can be associated with a parse tree. The Brown Corpus was built in the mid 1960s. In the last three decades, several more large English corpora have been built, such as the AP Corpus, the British National Corpus and the Penn Treebank [28].

The most typical statistical information directly extracted from a large corpus is word collocation, which has a simple format [26, 27]. Given two words \( x \) and \( y \), the strength of their collocation can be measured by mutual information \( I(x : y) \) which is

\[
I(x : y) = \log_2 \frac{P(x, y)}{P(x)P(y)}
\]

where \( P(x) \) and \( P(y) \) are the probabilities of observing \( x \) and \( y \) in a corpus; \( P(x, y) \) is the probability of observing word \( x \) and \( y \) together inside a window (in other words, the distance between \( x \) and \( y \) must be no larger than a given window size). Strong word collocation reflects some relation between those two words. It might be some grammatical relation in the language (for example, the word pairs \(< to, be >\), \(< an, observation >\) and \(< set, up >\)). It might be some ontological relation that exists in a real or conceptual world (for example, the word pairs \(< doctor, nurse >\) and \(< wine, drink >\)). It might also be some idiosyncratic relation which exists but is difficult to explain (for example, the word pairs \(< strong, tea >\) and \(< powerful, car >\)). As Church pointed out, there are a variety of interesting linguistic phenomena can be identified by word collocation information [26].

Word collocation can be used as a contextual constraint for word candidate selection in
visual text recognition and speech recognition [26]. For example, it may be difficult for an OCR to distinguish between “farm” and “form,” where the context is either: (1) “federal credit” or (2) “some of.” Word collocation provides the fact that “farm” is much more likely in the first context and “form” is much more likely in the second.

2.2.2 Natural Language Parsing

In artificial intelligence and computational linguistics, there have been many efforts to build computational models and practical systems for natural language processing (NLP). Different theories have been proposed to model syntactic, semantic, pragmatic, and discourse aspects of language [3, 162]. Natural language processing systems usually contain several essential parts, such as a lexicon, a grammar, and a parser.

A lexicon contains knowledge about words in a language. Words are the units on which more complex language structures, such as phrases, sentences and discourses, are based. Any description about higher-level structures, either syntactic structures or semantic structures, must be projected from the lexical descriptions of the involved words (Chapter 7 in [116]). Therefore, lexical knowledge is necessary for any natural language processing system. In recent years, there have been many efforts to create machine-readable and machine-accessible lexical knowledge bases in computational linguistics [75]. It is almost impossible to build a large-scale machine-accessible lexicon manually. To overcome the lexical bottleneck, research has proceeded in two directions. One is to compile a machine-accessible lexicon based on on-line lexicons. Another is to extract lexical knowledge from large corpora by using statistical methods.

Almost every NLP system has a grammar and an associated parser. A grammar is a finite specification of a potentially infinite number of sentences, and a parser for the grammar is an algorithm that analyzes a sentence and assigns one or more structural descriptions
to the sentence according to the grammar, if the sentence can be characterized by the grammar. The structural descriptions are necessary for further processing, for example, for semantic interpretation.

In the last three decades, many frameworks have been developed to model the syntactic phenomena of English [12, 116, 136, 157]. Among them are context-free grammars (CFG), transformational grammars (TG), lexical functional grammars (LFG), generalized phrase structure grammars (GPSG) and government-binding (GB) theory. In an NLP system, a grammar is usually represented as a rule base. A grammar can be a set of simple rules as in a CFG, or a set of complex feature-based rules as in a GPSG. Because syntactic phenomena are complex, a grammar with comprehensive coverage can be difficult to obtain.

Many parsing methods have been developed in the last thirty years, such as ATN parsers [163], generalized LR parsers [13, 151], deterministic parsers [101], unification algorithms [83] and chart parsers [82, 166]. Among these techniques, chart parsing is quite popular. The chart in a chart parser is a data structure that stores the information about syntactic structures (or subtrees) already derived from an input sentence. With such a data structure, the same structure will be derived only once. Compared with other parsing algorithms, the chart parsing method is efficient and its worst-case upper bound run time is proportional to the cube of the number of words in the sentence.

Given a sentence, a parser may produce one or more parse trees according to the grammar. Because of lexical ambiguity, many sentences are ambiguous at the syntactic level. For example, "Fruit flies like apples" is an ambiguous sentence. Prepositional phrase (PP) attachment and conjunction scoping are two typical sources of syntactic ambiguity. By using semantic information, such as common sense knowledge and domain knowledge, many ambiguities can be resolved [49, 56, 57].

Because of the nature of natural language processing, parsing methods developed so
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far sometimes are not accurate, robust, or efficient [153], especially when the length of the sentence to be parsed is long (i.e., on average more than 25 words). This places restrictions on applying NLP techniques in many practical tasks, such as unrestricted text analysis, because sentences are usually long in texts from books, newspapers, journals, or technical reports.

Methods for sentence parsing can be generalized to word lattice parsing. As defined by M. Tomita [152], a word lattice is a set of hypothesised words \( \{W_1, ..., W_n\} \). Each word \( W_i \) is 3-tuple \( < b, e, w > \), where \( b \) is a begin time, \( e \) is an end time and \( w \) is a word name. Figure 2.5 gives an example word lattice. Given a word lattice, a lattice parser tries to find a sequence of adjacent words which is valid according to a given grammar. Augmented with semantic and pragmatic knowledge, a lattice parser can select candidates which are not only a grammatical sequence, but also a meaningful one. Lattice parsers were designed for word candidate selection in speech recognition [23, 48, 152]. For example, "I saw the man" can be generated by a lattice parser as the best word sequence for the word lattice in Figure 2.5. A parsing process sometimes may fail because of the incomplete grammar used in the parser or the ungrammatical constructions within the text or speech to be processed. Methods for repairing parser failures, such as partial parsing, have been reported [47, 56, 102, 128].

2.2.3 Integration of Statistical and Structural Approaches

Statistical and structural approaches have often been applied to different tasks. Many speech recognition systems use statistical language models exclusively, whereas many natural language understanding systems are symbolic. In recent years, there have been many efforts to combine the two approaches in tasks like speech understanding, text understanding and machine translation [4, 100, 103, 114, 146].

In a natural language processing system built with a symbolic approach, linguistic knowl-
edge may be represented by rules. The rules are often written manually, usually with a large human effort. Because phenomena within natural language are very complex and our knowledge about a language is still far from complete, those systems are brittle for real-world tasks.

The statistical approach begins with a statistical language model and automatically estimates the parameters of the model based on real world data. Systems using this approach are more robust, and easier to build and maintain. Statistical language models have been applied to help symbolic systems in many important tasks, such as lexical acquisition, part-of-speech tagging, sentence parsing, sense disambiguation and discourse analysis [20, 98, 123, 122, 139].

2.2.4 The Noisy Channel Model for Speech Recognition, OCR and Spelling Correction

The noisy channel model developed in Information Theory was originally used to model communication along a noisy channel such as a telephone line. The model can be applied to recognition applications such as speech recognition, OCR and spelling correction [28]. A
recognition system can be considered as a noisy channel. Its input is a sequence of good text \( I \), and its output is usually a sequence of corrupted text \( O \).

\[
I \rightarrow \text{NoisyChannel} \rightarrow O
\]

The goal of postprocessing is to improve the accuracy of the output of the recognition system, \( O \). Given \( O \) as input, a postprocessing system tries to output \( \hat{I} \) which is most similar to \( I \).

\[
O \rightarrow \text{Postprocessing} \rightarrow \hat{I}
\]

\( I \) is usually unknown. By hypothesizing all possible input texts, \( \hat{I} \) can be computed as the input text with the highest probability, \( Pr(O|I) \). Symbolically,

\[
\hat{I} = \text{argmax}_I Pr(I|O)
\]

where \( \text{argmax} \) finds the argument with the maximum score. \( Pr(O|I) \) can be estimated based on statistical language models and the statistical model of the noise channel because different noisy channels have different noise sources (see Table 2.2).

<table>
<thead>
<tr>
<th>Application</th>
<th>Input</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>Speech Recognition</td>
<td>writer</td>
<td>rider</td>
</tr>
<tr>
<td>Optical Character Recognition</td>
<td>here</td>
<td>hear</td>
</tr>
<tr>
<td>Optical Recognition</td>
<td>all</td>
<td>all (A-one-L)</td>
</tr>
<tr>
<td>Character</td>
<td>of</td>
<td>o{}</td>
</tr>
<tr>
<td>Spelling Correction</td>
<td>form</td>
<td>farm</td>
</tr>
<tr>
<td></td>
<td>government</td>
<td>goverment</td>
</tr>
<tr>
<td></td>
<td>occurred</td>
<td>occured</td>
</tr>
<tr>
<td></td>
<td>commercial</td>
<td>commerical</td>
</tr>
</tbody>
</table>

Table 2.2: Examples of channel confusions in different applications (Church et al 1993)

In her survey paper [90], Kukich reviewed the techniques for automatic word correction in spell checking and text recognition. Automatic word correction research was viewed as
focusing on three progressively more difficult problems: (1) non-word error detection; (2) isolated-word error correction; and (3) context-dependent word correction. The first and the second problems have been studied extensively in the last two decades. But they are partly unsolved because the most difficult cases of those problems are related to the third problem in nature. The third problem is still a research challenge. Since the 1980s, many experiments have been carried out using statistical language models and natural language processing tools.

2.2.5 Speech Recognition

Speech recognition is similar to visual text recognition. The goal of automatic speech recognition is to develop techniques and systems that enable computers to accept speech input [110, 121]. Speech recognition at the phoneme and word level has used Hidden-Markov-Models (HMM) [115] and other statistical methods successfully. Practical systems have been built for speaker-independent, continuous, large vocabulary (1,000 words or more) speech recognition in a specified domain, such as an airline travel information service (ATIS) [169]. But speech recognition at the word level is inadequate. Error rates are fairly high even for the best systems such as SPHINX [92]. The SPHINX system has an error rate of 29.4 percent for speaker independent, continuous speech recognition. Normal continuous speech is usually filled with acoustic ambiguity at the level of pure acoustic-phonetic analysis. The acoustic ambiguity may be caused by uncertainty of word boundaries, phonetic ambiguity, syllable omissions and other missing information. Researchers believe that acoustic ambiguity can only be resolved through the use of higher sources of knowledge and NLP techniques.

There have been efforts to integrate speech recognition with NLP [48, 76, 137, 160, 165]. NLP can play two roles. The first role is to interpret the meaning of an utterance. The second, more subtle role, is to reduce acoustic ambiguity by “understanding” the utter-
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ance. Besides phonemic and phonologic knowledge, syntactic, semantic, prosodic, pragmatic knowledge sources and knowledge about the real world are applied to speech recognition. Under the approaches of statistical language models and structural analysis, methods such as the N-best search [134], HMM [67] and lattice parsing [23, 48, 152] are designed to select word candidates from multiple choices generated by acoustic-phonetic analysis.

2.3 Conclusions

Text recognition is not only an image processing and pattern recognition task, but also a natural language processing task. When the text to be recognized is highly degraded, it is almost impossible to recognize text simply by applying OCR techniques. For a noisy word image, a recognizer, augmented by word-level postprocessing, can generate a set of potential candidates which usually includes the correct choice. Postprocessing techniques, which depend on more global contextual information, can be applied to detect recognition errors, resolve uncertainty, and finally determine a decision word for each word image.

Current research in passage-level postprocessing is concentrated on using linguistic constraints. Statistical and symbolic techniques developed in natural language processing and in other similar applications, such as speech recognition and spelling correction, can be extended to this task. By formalizing the passage-level postprocessing problem as a candidate selection problem, statistical language models and lattice parsing methods can be applied. As in speech recognition and other natural language applications, integrating the statistical and structural approaches is a promising direction for visual text recognition.

Currently, linguistic contextual constraints are the major sources being exploited in postprocessing for visual text. Another type of constraint is visual context. Character-level visual constraints have been used in deciphering algorithms. Recently there has been some interesting work on using visual word equivalence constraints to improve recognition
performance in document images. Other possible visual inter-word constraints have not yet been investigated. The role of visual contextual constraints in passage-level postprocessing should be studied further. Also, integration of visual and linguistic constraints is a new direction that should be investigated.
Chapter 3

A Computational Framework for Degraded Text Recognition

Recently there have been many studies on using linguistic knowledge sources for passage-level postprocessing. Visual contextual constraints in document pages have also been used, however they have not been explored for passage-level postprocessing. In this chapter, a computational framework that integrates visual and linguistic constraints for degraded text recognition is proposed. The function of each component in the model, and interactions between those components are outlined.

3.1 Overall Design

Figure 3.1 is the overall design of the proposed model. The model contains six components. They are: Layout Analysis, Word Recognition, Visual Contextual Analysis, Postprocessing Using Visual Constraints, Postprocessing Using Statistical Language Model and Visual Constraints and Postprocessing Using Language Syntax and Visual Constraints.

Given a text page, the stage of Layout Analysis locates text blocks and segments them into sequences of word images. Each word image is input to the Word Recognition component to generate an initial word recognition result – a list of word candidates which are
Figure 3.1: The Interactive Model of Text Recognition
ranked by their confidence scores. Word images are also passed to the Visual Contextual Analysis component to generate a list of visual inter-word relations which will be used as visual contextual constraints in later stages.

There are then three stages for passage-level postprocessing using visual and linguistic constraints. Candidate lists and visual inter-word relations are the input for these components. In each of these postprocessing stages, the candidate lists for many word images are improved and are input to the next postprocessing component for further improvements. A modified candidate list is usually an improved set of word hypotheses for an image. Here, the improvement can be measured quantitatively by three criteria:

1. The accuracy of the first candidate increases;

2. The correct rate of the candidate list increases;

3. The size of the candidate list is reduced.

During the three stages of passage-level postprocessing, a candidate can be re-evaluated by upgrading its confidence score, or it can be removed from the list if its confidence becomes low. New candidates can be proposed and added to the list. When there are any changes in a candidate list, candidates in the list will be re-ranked according to their confidence scores.

After the stages of passage-level postprocessing, most word images will have only one candidate left in their candidate lists. For each of these word images, this candidate will be its final decision. For the images that still have several competitive candidates, the candidates with the highest confidence will be chosen as the decisions. The sequence of decisions is the final recognition result for the text page.

The implementation of the proposed model is a text recognition system that transforms a document image to its symbolic interpretation. This dissertation concentrates on the
stage of Visual Contextual Analysis and three stages of passage-level postprocessing. These components can be considered as a stand-alone system for passage-level postprocessing. The layout analysis and word recognition components are prerequisite stages for visual contextual analysis and passage-level postprocessing. However, they are not subjects for this research.

3.1.1 Layout Analysis and Word Recognition

Layout analysis is the stage to find text blocks in a given text image, to segment text blocks into text lines, and to segment text lines into sequences of word images. We assume that, after this stage, the coordinates of the bounding-box for each word image can be provided with high accuracy. This assumption can be satisfied by existing layout analysis algorithms.

For each word image, we assume that a word recognition procedure produces one or several word candidates. Each candidate is associated with a confidence score. A typical OCR algorithm, which includes the steps of character segmentation and character recognition, plus word-level postprocessing, can be used as a word recognizer. Word recognition also can be performed by word-shape analysis under the holistic approach [55].

3.1.2 Visual Contextual Analysis

The visual contextual analysis stage examines visual context by computing visual inter-word relations. Visual inter-word relations are phenomena which can be observed from text pages. Inside a text page, we can find many word images that share visual similarity. Word images can be visually equivalent if they match each other at the pixel level. Beside those equivalent images, many images can be partially similar. For example, a word image can occur inside another, larger word image; two word images may have the same left part, or right part; the left part of a word image may be equivalent to the right part of another
word image; and so on. Given coordinates of word images from a text page, such visual relations between word images can be analyzed accurately even though the text page is highly degraded. The reason is that although uniform noise sources, such as random noise, can easily destroy the feature structure at the character level, they usually have no major effect on the spatial arrangement of characters inside a word image, so the overall shape of the word image does not change significantly.

Visual inter-word relations reflect language characteristics and typographic characteristics of document images. English is an alphabetic language. Its alphabet set includes 26 lower-case letters, 26 upper-case letters, 10 digits and several punctuation marks. All English words are composed of characters from such a small set that many different words hold one of the relations defined above. For example, many words are actually the inflected forms of a common root made by adding suffixes or prefixes. Syntactic, semantic and pragmatic constraints also cause many words, such as so-called “function words” and “content words,” to appear with high frequency in a natural language text.

Although there are thousands of fonts, there are usually only several of them used in a real document[9]. For those words printed in the same font, typesetting parameters, such as letter space, are usually consistent within a page or an article [91]. The typographic characteristics of document images makes it possible to detect the visual similarity between words.

3.1.3 Postprocessing Using Visual Constraints

The goal of text recognition is to transform word images in a text page into their equivalent strings. The noise on the text page makes it difficult for the transformation to achieve a high level of accuracy if a word image is recognized based only on the information from the word image itself.
A visual similarity between two word images usually implies that their symbolic identities are also similar. That is, if two word images hold a relation at the image level, their truth values should keep the same relation at the symbolic level. This consistency at the image and symbolic levels provides a way to link word images across the text page so that they can be interpreted systematically.

Given a degraded text page, OCR performance is usually quite unstable at the character or word level. Different instances of the same character may be recognized differently within a page. Visually equivalent word images can have different word recognition results. Two word images, which hold a certain relation at the image level, may not have the same relation between their word recognition results.

Visual inter-word relations computed at the visual contextual analysis stage are useful for passage-level postprocessing. Consistency analysis of inter-word relations at the image and symbolic levels can be used to confirm the word images which have been recognized correctly, to locate the word images that are suspected to have errors, to suggest corrections to those suspected images, to propose more appropriate candidates for candidate lists, to remove some inappropriate candidates from candidate lists, etc. For example, if there are several visually equivalent word images and most of them have the same OCR decision, the images with decisions different from the majority decision will be detected as errors and the majority decision will be the correction for those suspected images. Another example: let a word image $I_1$ be a subpattern of another word image $I_2$. If $I_1$'s recognition result is a substring of the result for $I_2$ which is known to be correct, $I_1$'s recognition result can be confirmed.

Another way to utilize visual inter-word relations is to estimate typographic parameters (font and typesetting information) based on visual inter-word relations, then to use them to detect and correct errors. A text recognition system is usually designed for general-purpose
use. If font and typesetting information can be learned from document pages, the general-purpose system can be automatically specialized to the input data so that these document pages can be recognized more accurately.

3.1.4 Postprocessing Using Linguistic Constraints

We know that the text to be recognized must be written in a given natural language, such as English. Linguistic research shows that our knowledge about language can be studied from different aspects, such as syntax, semantics and pragmatics. A text is a discourse in which the author tries to say something coherent. It is evident that a text is a hierarchical structure. It is usually composed of several paragraphs. In each paragraph, there may be one or more sentences. A sentence is a sequence of words which starts with a capitalized word and ends with a punctuation mark such as a period or a question mark. As the basic unit to express meaning in a natural language, a sentence is a sequence of words from the lexicon of the language; a sentence is usually legal at a syntactic level, valid at a semantic level, and acceptable at a pragmatic level.

Language-level knowledge can be used as constraint to solve the word candidate selection problem for degraded text recognition. Given a text image in which there are several candidates for each word image, the sequence of selected word candidates must form a readable text.

There are two approaches towards the use of linguistic knowledge. One is the so-called "statistical approach" under which statistical language models can be utilized. Another is the so-called "structural/symbolic approach."

3.1.4.1 Postprocessing Using Statistical Language Model

Word collocation is a simple but powerful statistical language model. By formalizing the
word candidate selection problem as an instance of a constraint satisfaction problem [97], we proposed relaxation (pp. 292-300 in [29]) for word candidate selection. The probabilistic relaxation algorithm uses word collocation trained from large text corpora to re-evaluate the confidence scores of word candidates and to re-rank them based on their new confidence scores. The basic idea of the relaxation algorithm is the use of local word collocation constraints to select the word candidates that have a high probability of occurring simultaneously with word candidates at other nearby locations. The algorithm runs iteratively; in each iteration, the probability of each word candidate is upgraded based on its previous probability, the probabilities of its neighbors, and word collocation data. The initial probability of each word candidate is provided by a word recognizer. The relaxation process terminates when the probability of each word candidate becomes stable. After relaxation finishes, those word candidates with low scores are removed from the candidate sets.

3.1.4.2 Postprocessing Using Language Syntax

To exploit syntactic constraints for the candidate selection problem, a probabilistic word lattice chart parser is proposed. The OCR result can be described as a word lattice, in which word images are organized by their positions according to the reading order, and there can be several competitive word candidates at each position. Assuming the sentence boundaries can be detected correctly, the lattice parser postprocesses OCR results sentence-by-sentence. Given a word lattice $W$ with $n$ word images corresponding to a sentence, where $W_i$ denotes the word image at position $i$ and $w_{ij}$ denotes the $j$th word candidate for image $W_i$, the lattice parser will find a sequence of word candidates, $w_{1i_1}, w_{2i_2}, \ldots, w_{ni_n}$ that are involved in the parse tree which has the highest score. The most preferred parse tree for each sentence, which is the by-product of text recognition, can also be output so that further tasks like information retrieval, message understanding and full-text understanding can be carried out.
3.1.5 Integration of Linguistic and Visual Constraints

Visual contextual information are integrated with linguistic constraints inside the relaxation algorithm and the lattice parser to make them work more efficiently and more accurately. In this part, we have discovered how to exploit a previously overlooked synergy between visual and linguistic contexts, in which each each overcomes some limitations of the other. Visual similarity operates over long distances, and so complements the local constraints provided by collocation statistics. And vice versa, in non-obvious ways. Each refines the other.

The process of relaxation depends on the word collocation data collected from large text corpora. Word collocation is a constraint on words that appear nearby each other in a window. The information carried by word collocation is local in nature. Contextual information used in parsing uses structural constraints at the sentence level. Although it is more global than that in relaxation, it is still relatively local compared to a passage of text. Sometimes, those constraints cannot provide enough useful information to choose a word candidate correctly. For example, if there is a sentence “This [farm/form] is almost the same as that one,” in which the second word position has two word candidates (see the first sentence in Figure 3.2). Both candidates are correct under the word collocation and syntactic constraints. To choose one candidate correctly in this case, we have to consider some passage-level contextual constraints that are more global.

Visual global contextual information provides a way to fill the gap. Word images can be visually correlated whether they are adjacent or not. As we discussed before, relationships at the image level can reflect the corresponding relationship at the symbolic level. Visual global contextual information gives us a way to link the words in a text at the image level and at the symbolic level. For example, in Figure 3.2, word images 2 and 15 are very similar so that they should be recognized as the same word. Both the relaxation algorithm and
the lattice parser have to select word candidates which satisfy this constraint. After linking
those two sentences using visual constraints, the candidate "form" will be selected for word
image 2 correctly because of strong language constraints that favored the selection of the
candidate "form" for image 15.

This form is almost the same as that one.
form
form

Please fill in the application form.
form
form

Figure 3.2: Is image 2 farm or form? (Hint: word images 2 and 15 are very similar at image
level.)

Besides the word equivalence constraint shown above, other visual inter-word constraints
are also helpful if using together with linguistic constraints.

3.2 The Rest of the Dissertation

The rest of this dissertation focuses on the components of visual contextual analysis and
passage-level postprocessing. Algorithms for visual contextual analysis are presented and
potential uses of visual inter-word relations are discussed. For postprocessing using visual
contextual constraints, two experiments using visual relations to improve OCR performance
are reported in detail.
By formalizing the passage-level postprocessing problem as the candidate selection problem, the roles of high-level linguistic knowledge sources are investigated. Under the statistical approach, a relaxation algorithm using word collocation is designed. The experimental result of the relaxation algorithm is described in detail. By taking the symbolic approach, the candidate selection problem is treated as a lattice parsing problem and a probabilistic word lattice chart parsing algorithm is developed for the task. The design of the parser is detailed and its performance is discussed. Inside the lattice parser, statistical language models are integrated with symbolic methods to facilitate parsing.

After discussing potential uses of visual inter-word relations as global constraints, two experiments integrating visual and linguistic constraints for candidate selection are presented in detail. Finally, conclusions and future work are addressed.
Chapter 4

Visual Inter-word Relations and Their Potential Uses

Visual contextual constraints have been identified as useful constraints for text recognition. However, the constraints investigated were limited to image equivalence constraints at the character or word level. After clustering character images in a text page, a dictionary-based deciphering algorithm can be applied to find the best interpretation of each cluster so that the character images can be recognized without using OCR [16, 108]. By clustering visually equivalent word images, many function words and content words inside the text page can be found [72, 84].

This chapter studies visual contextual constraints more extensively. English is an alphabetic language. In an English document page, there are usually several hundred words, or several thousand characters, which are printed in a limited number of type-faces. Among these word images, many share certain kinds of visual similarity. Six types of visual inter-word relations are defined. Algorithms that compute these relations are described. Potential applications of visual inter-word relations to such tasks as character segmentation, font detection and word candidate selection are discussed. Unlike character images which are small in size and sensitive to noise, word images are much larger and less sensitive to noise. The existence of visual inter-word relations provides us a way to think of text recognition beyond
isolated word recognition, because in this schema word images are related to each other, and therefore can be interpreted systematically at the symbolic level. While language-level knowledge represents experience and expectation, visual contextual information is directly calculated from real images. As we will show in later chapters, integrating visual inter-word relations with traditional OCR techniques and language-level analysis can improve the performance of document recognition significantly.

4.1 Visual Inter-word Relations

4.1.1 Definition

Word images from a text page can be related to each other based on relations defined at the image level. Six kinds of visual inter-word relationships can be defined (see Table 4.1). Examples of them are shown in Figure 4.1.

<table>
<thead>
<tr>
<th></th>
<th>Possible Relations between $W_1$ and $W_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>at image level</td>
</tr>
<tr>
<td>1 (equivalence)</td>
<td>$W_1 \approx W_2$</td>
</tr>
<tr>
<td>2 (pattern-occurrence)</td>
<td>$W_1 \approx \text{subimage.of}(W_2)$</td>
</tr>
<tr>
<td>3 (same-left-part)</td>
<td>$\text{left.part.of}(W_1) \approx \text{left.part.of}(W_2)$</td>
</tr>
<tr>
<td>4 (same-right-part)</td>
<td>$\text{right.part.of}(W_1) \approx \text{right.part.of}(W_2)$</td>
</tr>
<tr>
<td>5 (left-to-right-match)</td>
<td>$\text{right.part.of}(W_1) \approx \text{left.part.of}(W_2)$</td>
</tr>
<tr>
<td>6 (same-subregion)</td>
<td>$\text{subimage.of}(W_1) \approx \text{subimage.of}(W_2)$</td>
</tr>
</tbody>
</table>

Note: "\approx" means "approximate match at image level;" "\cdot" means "concatenation."

Table 4.1: Possible word relations at image and symbolic level

The type-1 relation describes two images that are equivalent. An example of this is shown in case 1 of Figure 4.1. This relation occurs often in normal English text where the same word is used many times. The type-2 relation defines the occurrence of an image as a subimage inside another larger image. The type-3 and type-4 relations occur when two
images have the same left part and right part respectively, which occurs often because of the use of common prefixes and suffixes. The type-5 relation defines the match between the left part of an image and the right part of another image. The type-6 relation generally means that two images share the same image subregion. The first five types of relations are actually special cases of type-6 relations.

Algorithms to calculate these relations from text images will be described in the next section.

![Diagram of inter-word relations]

Figure 4.1: Examples of visual inter-word relations

Similarly, inter-word relations can be defined at the symbolic level. Given two word strings, they can be equivalent; one string can be a substring of another string; two strings can share the same prefix or suffix; and so on. Table 4.1 lists 6 types of possible relations
which can be calculated by string matching.

4.1.2 Consistency of Relations at Image and Symbolic Level

Inter-word relations at the image level imply relations at the symbolic level. If two word images hold a relation at the image level, their identities should keep the equivalent relation at the symbolic level (see Table 4.1). If two words hold a relation at the symbolic level, they usually have the equivalent relation at the image level if they are printed in the same font with the same typesetting. This is identified as a principle of consistency.

The goal of text recognition is to transform the word images in a text page into their equivalent strings. The noise on the text page makes the transformation difficult to achieve with high accuracy if a word image is recognized based only on the information from the isolated word image. Word relations at the image level, as visual contextual constraints, can link the word images in a text page so that they can be interpreted systematically according to the principle of consistency between visual and symbolic relations.

4.1.3 Abundance of Inter-word Relations inside the Text Page

Visual inter-word relations are phenomena which are observed from text pages. They reflect language characteristics and typographic characteristics of visual documents, as we discussed in Chapter 3.1.2. Figure 4.2 is a small segment of text from a real page. In the figure, word image 5 ("the") can match the middle part of word image 6 ("hypothesis"); word image 9 ("biological") can match the left part of word image 1 ("biologically"); and word image 8 ("are") can match with the right part of word image 11 ("share"). Such visual relations between word images can be analyzed accurately even though the text page is highly degraded by uniform noise sources. The reason is that although uniform noise sources such as random noise can easily destroy the structure at the character level, they usually
have no big effect on the spatial arrangement of characters or typesetting parameters, so that the overall look of a word image or a part of it does not change much.

In an English text, there are many occurrences of the same words. Many of them are function words, such as “the,” “of,” “a” and “to.” Those function words are short in length and they often appear inside other longer words as sub-patterns. In Figure 4.3, some short words, such as “the,” “an,” “is” and “on,” and their occurrences inside many other words are marked.

4.2 Algorithm Statement

The designs of the algorithms for the six types of visual inter-word relations (see Table 4.1) are described in this section.
4.2.1 How to Measure Similarity between Two Binary Images

The visual similarity between two binary images of the same size can be measured quantitatively by how the images match at the pixel level. Let $A$ and $B$ be two $m \times n$ binary images. Inside an image, "1" and "0" denote "black" and "white" pixel respectively. We measure visual similarity between $A$ and $B$ as

$$r(A, B) = \frac{\sum_{i=1}^{m} \sum_{j=1}^{n} (A_{ij} \land B_{ij})}{\sum_{i=1}^{m} \sum_{j=1}^{n} (A_{ij} \lor B_{ij})}$$

where "\land" and "\lor" are and and or operators respectively. The higher the measurement $r$, the better two images match. When two images, $A$ and $B$, are slightly different in size, the similarity between them can be defined by the maximal matching obtained if $A$ is shifted over $B$. By setting a proper threshold $r_0$, we can define that two word images are visually equivalent if $r(A, B) > r_0$.

This kind of image comparison based on pixel-to-pixel matching is a time-consuming
operation. There are some simple measurements to test whether two images are not visually similar. If two images are significantly different in height or width, we can say that they are different images without pixel-to-pixel matching. Histogram-based image comparison can also be conducted. If the projection histograms of two images on the x and y-axes are similar, image matching as described above will be performed for further testing. If their histograms are different, they cannot be similar visually. In this way, the speed of image matching operations can be improved significantly.

4.2.2 Find Word Equivalence by Image Clustering

If two word images hold a type-1 relation at image level, they are images which match with each other. Clustering is the grouping of similar objects [46]. A word image clustering algorithm is proposed to extract this kind of relation from a text page (see Figure 4.4). After image clustering, any two word images from a cluster are identified to hold the type-1 relation at the image level.

It must be pointed out that each cluster can have a prototype which represents images in the cluster. To be more efficient, other types of relations will be computed based on prototypes of clusters. If the prototypes of two clusters hold a relation, it can be inferred that all image pairs from those clusters hold the relation.

4.2.3 Find Pattern-Occurrence Relations

The algorithm in Figure 4.5 is for testing whether a word image appears inside another word image as a pattern. An algorithm is described in Figure 4.6 to find type-2 relations between word images from a text image.
extract all word images from the text image;
set QUEUE as an empty set;
put all word images into QUEUE;
set IMAGE-CLUSTER-LIST as an empty set;
while QUEUE not empty do
    pop an image I from QUEUE;
    if image I matches with the prototype of a cluster in IMAGE-CLUSTER-LIST
        then
            add image I as a new member of that image cluster;
        else if
            create a new image cluster with image I;
            add it into IMAGE-CLUSTER-LIST;
        end if
end while

Figure 4.4: Algorithm of word image clustering

IsSubImage(Image_1, Image_2, shift) \{ Image_1: m_1 \times n_1, Image_2: m_2 \times n_2 \} 
if m_1 \geq m_2 
    then
        return (FALSE);
    else if
        found \leftarrow FALSE;
        for ( x \leftarrow 0 ; x \leq m_2 - m_1 ; x ++ )
            extract the region of Image_2, start at (x,0), end at (x+m_1,n_2);
            if Image_1 and the Region of Image_2 match
                then
                    found \leftarrow TRUE;
                    shift \leftarrow x;
                    break;
                end if
        end if
    return (found);

Figure 4.5: Algorithm of pattern-occurrence matching. Given two images Image_1 and Image_2, the algorithm tests whether Image_1 is a pattern inside Image_2. shift is the x-coordinate of the match region in Image_2 if the match is successful.
Word Image Clustering { see Figure 4.4 for detail }:

Sort clusters in IMAGE-CLUSTER-LIST by increasing order of the width of their prototypes;

While IMAGE-CLUSTER-LIST has more than one cluster do

Pop a cluster C from IMAGE-CLUSTER-LIST;

For each cluster D in IMAGE-CLUSTER-LIST do

If IsSubImage (prototype of C, prototype of D, shift)

Then

For each word image x in cluster C do

For each word image y in cluster D do

x is a subpattern of y;

End for

End for

End if

End for

End while

Figure 4.6: Algorithm for extracting type-2 relations in a text page

4.2.4 Find Same-left-part Relations and Same-right-part Relations

The algorithm that calculates whether two word images have the same left part (type-3 relation) is shown in Figure 4.7. To analyze the relations between word images from a text image, an algorithm similar to the one in Figure 4.6 can be designed. In the same way, the algorithm for extracting type-4 relations can be designed.

4.2.5 Find Left-to-right-part-match Relations

The type-5 relation between images exists if the right part of an image matches with the left part of another image. The algorithm is listed in Figure 4.8.
**LeftPartMatch** \((Image_1, Image_2, match\_region\_width)\) \{ find maximal match \}
\{ Image_1: \(m_1 \times n_1\), Image_2: \(m_2 \times n_2\) \}

\[
\begin{align*}
  \text{lower} & \leftarrow 0 \\
  \text{upper} & \leftarrow \text{Min}(m_1, m_2) \\
  \text{while} \ (\text{lower} < \text{upper}) \text{ do} \\
  & \quad \text{middle} \leftarrow (\text{lower} + \text{upper})/2 \\
  & \quad \text{extract left regions of Image}_1 \text{ and Image}_2 \text{ with width \text{middle}} \\
  & \quad \text{if image regions match} \\
  & \quad \quad \text{then} \\
  & \quad \quad \quad \text{lower} \leftarrow \text{middle} \\
  & \quad \quad \text{else} \\
  & \quad \quad \quad \text{upper} \leftarrow \text{middle} \\
  & \quad \text{end if} \\
  \text{end while} \\
  \text{match\_region\_width} \leftarrow \text{lower} \\text{if match\_region\_width} > 0 \\
  \text{then} \\
  & \quad \text{return (TRUE)} \\
  \text{else} \\
  & \quad \text{return (FALSE)} \\
\end{align*}
\]

Figure 4.7: Algorithm for left-part matching between two images
**RightToLeftMatch** \((Image_1, Image_2, width)\) \{ find maximal match \};
\{ \(Image_1: m_1 \times n_1\), \(Image_2: m_2 \times n_2\) \}

\[ m \leftarrow \text{Min}(m_1, m_2); \]
\[ \text{found} \leftarrow \text{FALSE}; \]
\[ w \leftarrow m; \]

\{ search for maximal match by shift window \}
\[ \textbf{while} \ ( (\text{found} = \text{FALSE}) \ \textbf{and} \ (w > 0) ) \ \textbf{do} \]
\[ \ \text{extract right regions of } Image_1 \text{ and left region } Image_2 \text{ with width } w; \]
\[ \ \text{if image regions match} \]
\[ \ \ \textbf{then} \]
\[ \text{found} \leftarrow \text{TRUE}; \]
\[ \text{width} \leftarrow w; \]
\[ \ \textbf{else if} \]
\[ \ w \leftarrow w - 1; \]
\[ \ \textbf{end if} \]
\[ \textbf{end while} \]
\[ \text{return} (\text{found}); \]

Figure 4.8: Algorithm for right-to-left-part matching between two images

### 4.2.6 Find Same-subregion Relations

It is expensive to directly calculate whether two word images share the same subregion by directly comparing them at the image level. Instead, this relation can be derived from the other relations defined above. Given two word images, if there is another which is a sub-pattern of both of them we can confidently say that those two images hold the type-6 relation (see Figure 4.9 for the algorithm statement).

Another way to extract the relation requires the step of segmentation. As we will show later, a type-2 relation between two word images \(A\) and \(B\) can be used to partition the longer word image \(B\) into several parts. For example, the image “the” can split the image “mathematical” into three image parts, “ma,” “the” and “tical.” One of those image parts may be a sub-pattern of a word image \(C\). If so, we can say that images \(B\) and \(C\) share the same pattern. For example, because the image part “ma” is a sub-pattern of the image
ShareSameSubPattern \((Image_1, Image_2)\)

\[
\begin{align*}
\text{if} & \quad \text{there exists an image } x \text{ such that} \\
\quad & \quad (\text{IsSubImage} \ (x, Image_1) = \text{TRUE}) \text{ and} \\
\quad & \quad (\text{IsSubImage} \ (x, Image_2) = \text{TRUE}) \\
\text{then} & \quad \text{return} \ (\text{TRUE}) \\
\text{else if} & \quad \text{return} \ (\text{FALSE}) \\
\end{align*}
\]

Figure 4.9: Algorithm for detecting type-6 relations based on other relations

“image,” word images “mathematical” and “image” have a type-6 relation.

4.2.7 Improve Efficiency of Algorithms for Visual Relations

The algorithms presented above are slow because they are purely based on pixel-to-pixel image matching. As we discussed before, methods of feature-based matching can be applied to guide the image matching process. The method of shifting an image across another image, one-pixel-by-one-pixel, in order to find the maximal matching area, is also time-consuming. Just like what happened in string matching, much of the computation for matching two slightly shifted regions with a pattern is redundant so it can be avoided. By generalizing fast algorithms designed for string matching (see the Rabin-Karp algorithm, the Knuth-Morris-Pratt algorithm and the Boyer-moore algorithm in [30]), fast algorithms for image matching can also be proposed.

Another promising direction to improve efficiency is to use inter-word relations at the symbolic level to guide the computation of visual relations. Given a text page, an OCR can be applied to generate initial recognition results, which may have many recognition errors. Based on this non-perfect symbolic representation provided by the OCR, hypotheses of visual inter-word relations can be generated by string matching. Then, the image matching
algorithms above can be applied to test those hypotheses and the result of hypothesis testing can be used to detect and correct OCR errors. In Chapters 6 and 9, we will discuss the approach more in detail.

4.3 Uses of Visual Inter-word Relations in Document Recognition

Visual inter-word relations in a document page can be utilized in several different ways in document recognition. Here we limit our discussion to their uses for character segmentation, font detection and candidate verification and selection.

4.3.1 Character Segmentation

A novel method has been designed for character segmentation that utilizes visual inter-word constraints from a text image to recursively split word images into smaller image pieces [61]. This method is applicable to machine-printed English text where the same spacing is used between identical pairs of characters.

The intuition behind the method comes from the observation, that, inside an English text (with reasonable length), there are usually many word images that are visually similar. Here, two types of similarity are considered: *pattern-occurrence* and *image equivalence*. For example, in Figure 4.10, a paragraph of a poem by Wordsworth, we can find many visual inter-word relations: word image 6 occurs in part of word image 1; word image 7 occurs at the right end of word image 3 and the middle of word image 4; word image 10, which is the character “a”, occurs in the middle of word image 9; word images 11, 12 and 13 are visually equivalent; and so on.

If image A matches a part of image B, it actually provides one or two segmentation points for image B so that image B can be split into two or three image pieces (see Fig-
I wandered lonely as a cloud
That floats on high o'er vales and hills,
When all at once I saw a crowd,
A host, of golden daffodils;
Beside the lake, beneath the trees,
Fluttering and dancing in the breeze.

Figure 4.10: An example text block with many visual inter-word relations

(a) (b) (c)

Figure 4.11: Splitting a long word image using another short word image
Figure 4.11 (a),(b) and (c) for examples of the different cases. Those image pieces can be used to split other larger images and can themselves can be further split by other smaller images. Figure 4.12 shows examples of how character images can be obtained by one or several steps of such splitting. In Figure 4.12 (a), the character image “g” can be obtained from the image “Fluttering” using the image “in”. In Figure 4.12 (b), the character image “h” can be obtained from the image “high” using the pattern “g” that was obtained in the previous step. Character images “t” and “e” can be further segmented from the image “the” by using the image “h” in Figure 4.12 (c). This method is based purely on image processing using the visual context in a text page. No recognition is involved.

If images $A$ and $B$ are visually equivalent to each other, they should be the same word and should be segmented in the same way. To speed up character segmentation, it is sufficient to segment one of them and let the others use the same segmentation points.

\[
\text{Fluttering} \rightarrow \text{g} \quad \text{the} \rightarrow \text{e}
\]

(a) \quad (b) \quad (c)

Figure 4.12: Character segmentation by image matching

4.3.1.1 Feasibility Analysis

The proposed method uses pattern-occurrence relations to split long patterns repeatedly. The success of the method depends on the existence of pattern-occurrence relations in normal
English text. The task of character segmentation can be accomplished if such relations are
easy to find in a normal text.

(a) First 31 words of A06

In the past, the duties of the state, as Sir Henry Maine noted long ago, were only
two in number: internal order and external security. By prevailing over other
claimants

(b) First 30 words of G02

In the century from 1815 to 1914 the law of nations became international law.
Several factors contributed to this change. The Congress of Vienna is a

(c) First 26 words of J42

Dan Morgan told himself he would forget Ann Turner. He was well rid of her. He
certainly didn't want a wife who was

(d) First 23 words of N01

One day, the children had wanted to get up onto General Burnside's horse. They
wanted to see what his back felt like -- the General's. He looked so comfortable
being straight. They wanted to touch the mystery. Arlene was boosting them up
when the policeman came

(e) First 46 words of R07

Figure 4.13: Fragments of five test articles from the Brown Corpus. By applying the method
to each of them, all the words except those highlighted with an underline can be split to
the character level.

To determine the number of pattern-occurrence relations that exist in a normal English
text, an experiment was conducted with ideal ASCII input. Five articles were randomly
selected from the Brown Corpus [89] as test samples for this analysis. They are denoted as
A06, G02, J42, N01, and R07. Each of them contains about 2,000 words. The simulation
result showed that almost all the words in those samples could be split into individual
characters using the proposed approach.

Another analysis estimated the minimal number of words required to correctly segment all the characters in a text sample when ASCII input was used. Figure 4.13 shows text fragments extracted from the beginning of five sample articles. Although there are no more than 46 words in each text fragment, all words, except two dashes and two year-numbers, can be split into characters. This is an encouraging result that shows the abundance of "pattern-occurrence" relations. If all those words were printed in the same font, ideally, there would be the same number of "pattern-occurrence" relations in the image.

In a normal English text, many words occur with high frequency. For example, a list of some of those words contains "a, an, and, are, as, at, but, for, in, is, no, not, of, on, or, that, the, to" and so on. Such short words often occur in other longer words as sub-patterns and therefore can be used to split the longer words at the first step. After obtaining some segmented pieces from the longer words, more words can be split.

In summary, the above discussion shows that the proposed method is applicable to the task of character segmentation for normal English texts because there are many pattern-occurrences in a typical text passage. In next section, we describe an algorithm that computes visual pattern-occurrence relations from a text image. Then a complete description of the character segmentation algorithm is presented.

4.3.1.2 Algorithm Description

Given a text page, there are five major steps in the proposed method for character segmentation:

1. Word image extraction;
begin
1. Extract word images from page image to generate a word image list 
   \( W = \{ w_1, w_2, \ldots, w_n \} \);
2. Word image clustering to generate a cluster list 
   \( C = \{ C_1, C_2, \ldots, C_m \} \) where \( C_i = \{ w_{i1}, \ldots, w_{i\alpha_i} \} \);
3. \( S \leftarrow \emptyset; /* Initialize the prototype list S */
4. foreach cluster \( C_i \) in \( C \) do 
   5. Select an image \( c_i \) as the prototype for the cluster \( C_i \);
6. \( c_i, \text{segmentation\_point\_list} \leftarrow \emptyset; /* no segmentation point for the word now */
7. \( S \leftarrow S \cup \{ c_i \} \);
8. endforeach
9. \( Q \leftarrow \emptyset; /* Initialize the pattern queue Q */
10. foreach word image \( c_i \) in \( S \) do 
11. Create an image pattern node \( p \) for the word image \( c_i \);
12. \( p, \text{depth} \leftarrow 0; /* The field depth records the number of steps
* to derive the pattern */
13. \( Q \leftarrow Q \cup \{ p \} \);
14. endforeach
15. /* Segment images in the prototype list S */
16. while \( Q \) is not empty do 
17. Get a pattern \( p \) from \( Q \);
18. foreach word image \( c_i \) in \( S \) do 
19. if \( p \) is a sub-pattern of \( c_i \) do 
20. Add any new segmentation points to \( c_i \)'s \text{segmentation\_point\_list};
21. foreach new image fragment \( f \) in \( c_i \) do 
22. if \( f \) is large in size do 
23. Create a pattern node \( q \) for the fragment \( f \);
24. \( q, \text{depth} \leftarrow p, \text{depth} + 1; \)
25. \( Q \leftarrow Q \cup \{ q \} \);
26. endif
27. endif
28. endforeach
29. endwhile
30. /* Propagate the segmentation points of each prototype
* to word images from the same cluster */
31. foreach word image \( c_i \) in \( S \) do
32. for each word image \( w \) in the same image cluster \( C_i \) do 
33. \( w \) inherits \( c_i \)'s segmentation points;
34. endforeach
35. endforeach
36. Output segmentation points of each word image;
end

Figure 4.14: Algorithm for character segmentation using inter-word visual constraints
2. Word image clustering;

3. Prototype list generation;

4. Image splitting on prototype list; and

5. Character segmentation for all word images.

The details of the algorithm are described in Figure 4.14. Given a text page, layout analysis extracts images of lines of text and words within lines. After extracting word images, word image clustering is conducted. This step places different instances of the same word image into the same cluster. Because images in the clusters are visually equivalent, they should share the same segmentation points. If one image can be segmented correctly, other images can be segmented in the same way. Therefore, it is sufficient to select an image instance as the prototype for each cluster and apply the proposed method to segment those prototypes. In the algorithm, the prototype list is denoted as $S$. For each word image in $S$, there is a segmentation point list which is initially empty.

The algorithm has a pattern queue $Q$ that holds all image patterns used to segment word images in the prototype list $S$. Each pattern has a field depth which tells how many steps were needed to derive it. The queue is initialized by a list of patterns that represent word images in the prototype list $S$. The depth of those patterns is zero.

The character segmentation stage is described in steps 15-29 in Figure 4.14. It is an iterative process. At each iteration, a pattern $p$ is popped from the queue $Q$ to see whether it can be used to split word images in $S$. If the pattern $p$ can match with a sub-image of a word image $c_i$ in $S$, the match provides one or two segmentation points for $c_i$. If those segmentation points are new, they will be inserted into $c_i$'s segmentation point list. A new segmentation point can result in one or two new image segments in the word image $c_i$ (see Figure 4.15 for examples). Those segments will be inserted into the queue $Q$ and they will
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: previous segmentation points;  : new segmentation points.

Figure 4.15: Obtain new segmentation points and new image patterns by sub-pattern matching.
be used as patterns to segment word images in $S$ later. Because it is derived from the pattern $p$, the depth value of a new pattern is set as the depth of $p$ plus one. When the queue becomes empty, segmentation stops. Another way to terminate is to set a maximum allowable depth. The algorithm terminates when the depth value of the first pattern in the queue $Q$ becomes larger than this number.

Figure 4.16: An example of running the algorithm
One drawback of the procedure is its fast propagation of potential errors. For example, let’s assume that a character image has been split into smaller pieces incorrectly and those image pieces are put into $q$. When they are used to segment word images, more wrong segments will be generated and those wrong segments will cause more segmentation errors, and so on. To prevent error propagation a pattern will not be inserted into the queue if it is too small.

After the segmentation steps finish, images inherit the segmentation points of the prototype for each cluster. Finally, segmentation points for each word image are output.

Figure 4.16 is an example that shows the steps that occur when a sentence is processed. The sentence is “This is the hypothesis they asked a mathematician to prove” (see Figure 4.16 (a)). There are ten words in the sentence. The occurrence of the word images “is”, “the” and “a” is detected in the words “This”, “hypothesis”, “asked” and “mathematician”. After segmenting images using these “pattern-occurrence” relations, the newly derived segmentation points found are shown as vertical bars in Figure 4.16 (b). Newly obtained image segments, such as “s”, “y”, “m” and “n” are then used to further segment the other images (Figure 4.16 (c) shows the result of using them to further split other words). The final result is shown in Figure 4.16 (d). Most words were correctly segmented to the character level. The only exception is the image piece “ici” in the word “mathematician”. Although several image pieces of “i” have been derived previously and they could be used to split “ici”, they were not inserted into the queue because their size is too small.

4.3.1.3 Preliminary Experimental Results and Discussion

An example of the character segmentation points generated by the algorithm is shown in Figure 4.17. The threshold $r_0$ for image matching was set to 0.60. Segmentation points
located by the algorithm are marked by short vertical lines. Figure 4.18 shows the segmentation result for a paragraph with 110 words. Here, \( r_0 \) was set to 0.70. In both paragraphs, although there is space between some characters, this information was not used in segmentation. The algorithm was also tested on a degraded text page with more than 800 words. Similar performance was achieved.

\[
\begin{align*}
& I \text{ wandered lonely as a cloud} \\
& \quad \text{That floats on high o'er vales and hills,} \\
& \quad \text{When all at once I saw a crowd,} \\
& \quad \text{A host, of golden daffodils;} \\
& \quad \text{Beside the lake, beneath the trees,} \\
& \quad \text{Fluttering and dancing in the breeze.}
\end{align*}
\]

Figure 4.17: Character segmentation result for the text in Figure 1

As shown in Figures 4.17 and 4.18, many words were segmented correctly into characters. However, there are still some image pieces that are under-segmented (i.e., two characters in an image piece), over-segmented (i.e., two image pieces for one character) or mis-segmented. Figure 4.19 shows some typical spurious segmentation points generated by the algorithm on those paragraphs. Typographically, some characters are similar to parts of other characters. For example, “i” can match with the right part of “a”; “n” is similar to part of “m”; and “t” can match with the left part of “h”. Incorrect segmentation points can be generated because of partial similarities among different characters. An image piece located by one or two incorrect segmentation points can cause more spurious segmentation points if it is used to split other images. Figure 4.19 (c) shows a segmentation error made by using a wrong
Contemporary linguists have argued that the ability to learn language is more than an ordinary human skill; it is biologically based. Language is something we are born knowing how to know. Yet the hypothesis that there are biological underpinnings to human linguistic ability does not explain everything. There may indeed be an innate language capacity, a so-called universal grammar, but despite the proponents of Esperanto, there is no universal language. Depending on the accidents of birth, a child may end up a native speaker of any one of roughly 4,000 languages. Thus the predisposition to acquire language seems to be remarkably flexible as well as strong.

Figure 4.18: A text block and the result of character segmentation
image piece obtained in (b) of the same figure.

Figure 4.19: Examples of spurious segmentation points generated by the algorithm

Future work could include the integration of the technique proposed here with other methods, such as those based on aspect ratio estimation or profile analysis. For example, after connected component analysis, large connected components can be split into smaller pieces by applying the proposed method. To avoid fast error propagation, character recognition could be applied to test obtained image pieces so that only those image pieces that produce high confidence recognition results are used to split other images.

4.3.2 Font Information Extraction

Previous methods for font detection usually depended on a font library which recorded the prototypes of characters or highly-frequent words in different fonts [85]. The method here does not require a font library. In this method, visual inter-word constraints would be used to cluster the word images which are in the same font. Given a text page which contains
words in several different fonts, after the clustering step there will be several clusters, each containing only the word images in the same font.

Visual inter-word relations can be used to infer whether two word images are in the same font. For example, if two word images are almost identical, we can say with a high level of confidence that they are in the same font; if one word image is a sub-pattern of another, we can also confidently say that they are in the same font. The clustering algorithm is described in Figure 4.20. Figure 4.21 illustrates the procedure of font information analysis.

```plaintext
for each word image \( w_i \) do
  create a font cluster \( C_i \leftarrow w_i \)
end for
repeat
  if two word images \( w_m \) and \( w_n \) hold a visual relation
      and \( w_m \in C_i \) and \( w_n \in C_j \)
  then
      merge \( C_i \) and \( C_j \) as \( C_i \)
  until no more merge
```

Figure 4.20: Algorithm of font-based image clustering

With same-font image clusters, an omni-font OCR can be applied to extract font information. For example, we can collect prototypes for each character in that font. With such font information, the task of text recognition can be much easier. One advantage of the method is that it provides a way to exploit font information without word recognition and without using a font library. After the clustering process, we can estimate how many fonts are used in the text; and we can know whether any two words are prepared in the same font.

Omni-font OCR can be utilized inside the clustering algorithm to achieve better performance. If two character images are recognized as the same character with a high confidence
face are obtained from a camera by illuminating the surface from different directions. The intensities in these images are used to mathematically invert the image formation process, and the surface normal and other characteristics of the surface.

In this paper, we propose a theory of photometric stereo for a large class of non-Lambertian reflectance maps. First, we review the different reflectance maps proposed in the literature for modeling reflection from
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Figure 4.21: Font extraction from text image
value and they are similar at the image level, the word images in which those character images appear can be placed in the same font cluster.

Font information provided by the clustering algorithm can be used to infer a word relation at image level from the relation at the string level. For example, given two word images, A and B, which are clustered in the same font cluster by the algorithm, if a word recognizer generates decision words a and b for images A and B respectively, and we found a and b to hold a relation, we can infer that images A and B hold the same relation at the image level. By returning to image analysis, we can test whether A and B hold the relation. If so, we may have more confidence in saying that a and b are correct. Otherwise, a or b may not be correct and they need to be tested further. In this way, symbolic relations and font information can be used to generate hypotheses about visual relations between word images. Hypotheses can be tested by image processing.

4.3.3 Word Candidate Verification

Given a degraded text image, a word recognizer usually provides several candidates for each word image. For each candidate, it also provides a confidence score. A word recognizer can be an OCR engine plus postprocessing, or a word shape analysis algorithm. It usually uses only the visual information from the word image and knowledge about words. For example, for a noisy word image “the,” a word recognizer may generate alternatives such as “toe,” “the” and “tire.” If the word image is noisy, confidence scores for alternatives usually are not reliable so that the correct choice may not be the one with the highest confidence score.

The visual similarity between word images can provide useful constraints to reduce the number of alternatives for a word image. If two word images hold a relation at the image level, their identities should have the same relation at the symbolic level. For example, in Figure 4.2, word images 2 and 8 should have the same identity; the identity of word image
5 ("the") should be a substring of the identity of word image 6 ("hypothesis"); and so on. Figure 4.22 shows how the size of candidate sets can be reduced for two word images with type-2 inter-word relation. The size of the candidate set for the first word can be reduced from five to three members and the candidate set for the second word can be reduced from five members to a single word. If a word image holds a visual relation with any other word images, usually its candidate set can be reduced significantly.

4.3.4 Word Candidate Selection

Word candidates are not the final output of text recognition. A decision word must be assigned for each word image so that the output text is readable.

The objective of candidate selection is to find a decision word among alternatives for each word image so that the sequence of word images can be interpreted as sentences, paragraphs or discourses. Although linguistic knowledge sources are useful, sometimes they are not sufficient to determine which candidate should be selected from competitive alternatives for a word image.

Let’s consider the sentences in Figure 3.2. Here, all word images except 2 and 16 are assumed to be recognized correctly. We also assume that word images 2 and 16 are visually
similar and are classified into a cluster $C$ by image matching. By applying OCR on the image prototype for cluster $C$, we have two word candidates: "farm" and "form."

It is difficult to decide whether "farm" or "form" is the identity of word image $\mathbb{2}$ if we treat the first sentence in isolation because each candidate makes the sentence meaningful and grammatical. For the second sentence, it is much easier to choose one candidate.

Visual inter-word constraints can be used with linguistic knowledge to make candidate selection work more efficiently and more accurately. In the given context, the word candidate "form" will be chosen for word image $\mathbb{16}$. Because word images $\mathbb{2}$ and $\mathbb{16}$ must share the same identity, we can know that the identity of $\mathbb{2}$ is "form."

### 4.4 Conclusions

In this chapter we proposed an approach to utilize visual contextual constraints. Six types of inter-word relations were defined and algorithms to calculate them were designed. Their potential uses in text recognition show that it is promising to apply them in order to achieve better performance. The next two chapters will be devoted to experiments in which visual inter-word relations are used to postprocess OCR results. The role of visual inter-word relations as global contextual constraints to facilitate symbolic methods for candidate selection, such as a word-collocation-based relaxation algorithm and a lattice parsing algorithm, will also be discussed in Chapter 9.
Chapter 5

Improving OCR Performance with Word Image Equivalence

In this chapter, a new technique is proposed for improving the performance of an OCR system that uses information about equivalent word images inside a document. Words that are repeated inside a document are grouped into clusters by an image matching algorithm. The decisions of an OCR algorithm about the identities of those words are used to generate a common recognition result for each of the original word images. This technique thus combines information from the document image (word image clusters) with recognition results to correct errors made by OCR systems on different instances of the same word. Experimental results are presented that show about 50% of the words in a document are repeated at least twice. A clustering algorithm is able to reliably locate a large percentage of these words in the presence of noise. Experiments on images degraded with uniform noise show that the correct rate of a commercial OCR system can be improved from 79% to 92% on the words in those clusters. An error analysis is given that shows with further development correct rates in the 98+% range can be achieved.
5.1 Introduction

The objective of visual text recognition is to correctly transform an arbitrary image of text into its symbolic equivalent. Given a high quality text page, current commercial document recognition systems can recognize the words on the page at a high correct rate [22, 125, 126]. However, given a degraded text page, such as a multiple-generation photocopy or facsimile, their performance usually drops abruptly [8, 111].

Figure 5.1 (a) is a fragment of text extracted from a degraded journal page. Such an image can be read correctly by a human but an OCR system makes a significant number of mistakes. The recognition results generated by a commercial OCR system are also shown in the same figure. Figure 5.1 (b) shows the OCR result without using the built-in dictionary and Figure 5.1 (c) is the result with the dictionary.

Figure 5.2 lists some word images and their OCR results with and without postprocessing. For some word images, such as "WImg.0023," "WImg.0061," "WImg.0069" and "WImg.0077," recognition results are not correct. By using the dictionary, some errors can be detected and corrected. However, for other word images in the figure, lexical knowledge is not helpful for either detecting or correcting possible errors. For the word images "WImg.0042" and "WImg.0054," the errors were not detected, and therefore, were not corrected because the recognition results are valid dictionary words. For other images like "WImg.0007," "WImg.0012," "WImg.0065," "WImg.0071" and "WImg.0102," recognition errors were detected because their postprocessing results are different from the original OCR results. But the decision words were chosen incorrectly among several word candidates suggested by dictionary lookup and string editing.

In this chapter, a method for postprocessing OCR results is proposed that combines visual inter-word constraints with OCR results (see Figure 5.3 for the overall design of the
Third was the loss of life at the South African-guarded Calaque Dam project close to the Angolan border, when Cuban Mig-23 jets attacked in June. The latter engagement established the Angolan and Cuban air forces' superiority over South Africa's for the first time.

South Africa's military setbacks resulted in a marked shift in the locus of its strategizing vis-à-vis Angola and Namibia—away from the military hardliners, such as Defense Minister Magnus Malan, armed forces chief Gen. Janrus J. Geldenhuys, and others in the State Security Council, and back to the South African cabinet and the more pragmatic approach of Foreign Minister Pik Botha and Neil Van Heerden, director-general of the Department of Foreign Affairs.

Figure 5.1: A fragment of a degraded text page and its OCR results. (a) A text block; (b) Its OCR result without using dictionary; (c) Its OCR result with using dictionary
<table>
<thead>
<tr>
<th>Word</th>
<th>Image</th>
<th>OCR (no Dict.)</th>
<th>OCR (with Dict.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>&quot;the&quot;</td>
<td>is</td>
<td>die</td>
<td></td>
</tr>
<tr>
<td>&quot;project&quot;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&quot;Angolan&quot;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&quot;attacked&quot;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&quot;Africa's first&quot;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&quot;in&quot;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&quot;Angola&quot;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&quot;from&quot;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&quot;such&quot;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&quot;Defense chief and approach&quot;</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 5.2: Examples of word recognition errors made by OCR (with or without using dictionary)
method). This approach is based on the following observations about the linguistic and typographic characteristics of document pages and the performance of OCR systems on degraded documents.

- In a text page, there are usually many occurrences of the same words. For example, in a normal English text, many function words and content words occur repeatedly. Because of the fact that the text on a given page is usually printed in a limited number of fonts, images of the same word are usually very similar.

- If two word images are equivalent, their recognition results should be the same. However, a commercial OCR often makes different decisions on different instances of the same word, especially when the document page is seriously degraded (see Figure 5.4). This is understandable since variations in local noise, which may have no significant effect on the overall shape of a word, do make character segmentation and character
classification difficult.

Based on these observations, an algorithm is proposed that first locates clusters of equivalent words in a document. A high accuracy rate is hypothesized for clustering since it uses global characteristics of word images that are not affected by local noise. The decisions of the OCR for the words in a cluster are then combined to generate a single consensus decision for these words. This should compensate for the case where an OCR makes different decisions on word images that are the same.

<table>
<thead>
<tr>
<th>IMAGE</th>
<th>OCR</th>
<th>IMAGE</th>
<th>OCR</th>
</tr>
</thead>
<tbody>
<tr>
<td>and</td>
<td>arid</td>
<td>military</td>
<td>mflitary</td>
</tr>
<tr>
<td>and</td>
<td>and</td>
<td>military</td>
<td>military</td>
</tr>
<tr>
<td>the</td>
<td>die</td>
<td>first</td>
<td>list</td>
</tr>
<tr>
<td>the</td>
<td>the</td>
<td>first</td>
<td>first</td>
</tr>
</tbody>
</table>

Figure 5.4: OCR sometimes generates inconsistent recognition results on word images which are visually almost the same.

In the rest of this chapter, we present the proposed approach. First we discuss how to measure visual equivalence among word images through word image matching. Then we describe how visual word equivalence constraints are used to postprocess OCR results so that many OCR errors can be detected and corrected. Some experimental results are reported, and finally conclusions and future directions are presented.
5.2 Image Equivalence and Word Image Clustering

The visual similarity between two binary images of the same size can be measured quantitatively by how the images match at the pixel level [73]. Let $A$ and $B$ be two $m \times n$ binary images. Inside an image, "1" and "0" denote "black" and "white" pixel respectively. We measure visual similarity between $A$ and $B$ as

$$r(A, B) = \frac{\sum_i^{m} \sum_j^{n} (A_{ij} \land B_{ij})}{\sum_i^{m} \sum_j^{n} (A_{ij} \lor B_{ij})}$$

where "\land" and "\lor" are and and or operators respectively. The higher the measurement $r$ is, the better two images match. When two images, $A$ and $B$, are slightly different in size, the similarity between them can be defined by the maximal matching obtained if $A$ is shifted over $B$. By setting a proper threshold $r_0$, we can define that two word images are visually equivalent if $r(A, B) > r_0$.

Given a sequence of word images from a text page, the visual equivalence among the word images can be computed by word image clustering [84]. After image clustering, images in the same cluster are visually equivalent. After clustering the word images extracted from Figure 5.1, the clusters with multiple images are listed in Figure 5.5.

5.3 Postprocessing OCR Output with Image Equivalence

The postprocessing method is applied to those word images that are equivalent to at least one other image in an input document (i.e, the images that occur in large clusters). This method is not applicable to other word images that are included in clusters by themselves.

Figure 5.6 is the outline of the algorithm for postprocessing. For a cluster, if there exists any disagreements among the recognition results for the word images in that cluster, some of the word images in the cluster have not been recognized correctly. After detecting a
Cluster 0: the the the the the the the the the the the
Cluster 1: and and and and and and
Cluster 2: of of of of of
Cluster 3: in in in in
Cluster 4: South South South South
Cluster 5: Cuban Cuban
Cluster 6: Africa's Africa's
Cluster 7: military military
Cluster 8: Minister Minister
Cluster 9: Foreign Foreign
Cluster 10: to to
Cluster 11: Angolan Angolan

Figure 5.5: Examples of word image clusters.
extract all word images from the text image;

word image clustering;

/* error detection through consistency analysis */
for each cluster $C$, where $|C| > 1$, do
  if there is disagreement among the images on recognition result
    then
      mark the cluster as inconsistent;
    end if
end for

/* error correction */
for each cluster $C$, which was marked as inconsistent, do
  select a decision word for the cluster
  using majority voting, dictionary lookup and other criteria;
  all images use the decision of the cluster as their recognition result;
end for

Figure 5.6: Outline of the postprocessing algorithm
cluster with such an inconsistency, the error correction step is applied to choose a single
decision for all the words in the cluster. There are several criteria for selecting the single
decision. They are listed below:

- Majority voting: if there are several images in the cluster and most of them have
  the same decision as their OCR result, that decision will become the decision for the
  cluster (see Figure 5.7(a));

- Dictionary lookup: if two candidates have the same number of votes, the one which
  is a valid dictionary entry is preferred (see Figure 5.7(b));

- Rejection: if all candidates have an equal number of votes and none of them are valid
  words, the postprocessing method described here will not select a decision for the
  cluster (see Figure 5.7(c)).

5.4 Experimental Results

Sixteen document pages were selected as testing samples. Among them, twelve pages are
from two multiple-page journal articles in CEDAR's journal page database. The remaining
four pages are from UNLV's DOE image database which is available on the cdrom released
by University of Washington. More details about the testing samples are described in
Table 5.1. We list the number of words for each page, and the number of words which have
at least another word instance in the page. On average, about sixty percent of words in a
page are repeated at least once in some other position.

Noise was added to the original images to simulate the effect of a multiple generation
photocopy. We used the University of Washington document degradation model (DDM)
[81] to add two different levels of local noise, which are denoted $dd1$ and $dd2$. The pa-
parameter settings for $dd1$ are (420, 0.0, 1.0, 2.5, 1.0, 1.0, 2); the parameter settings for $dd2$
Figure 5.7: Determine a decision for a cluster with multiple image entries. (a). Majority voting; (b). Majority voting + dictionary lookup; (c). Rejection.
<table>
<thead>
<tr>
<th>ID</th>
<th>TYPE</th>
<th>NUM OF WORDS</th>
<th>NUM OF REPEATED WORDS</th>
<th>NOTES</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1</td>
<td>Text</td>
<td>822</td>
<td>455</td>
<td>A1-A5 are from</td>
</tr>
<tr>
<td>A2</td>
<td>Text</td>
<td>1119</td>
<td>683</td>
<td>a five-page journal</td>
</tr>
<tr>
<td>A3</td>
<td>Text</td>
<td>564</td>
<td>355</td>
<td>article AA052532</td>
</tr>
<tr>
<td>A4</td>
<td>Text</td>
<td>1230</td>
<td>846</td>
<td>in CEDAR’s database</td>
</tr>
<tr>
<td>A5</td>
<td>Text</td>
<td>735</td>
<td>444</td>
<td></td>
</tr>
<tr>
<td>D1</td>
<td>Text</td>
<td>350</td>
<td>175</td>
<td>D1-D7 are from</td>
</tr>
<tr>
<td>D2</td>
<td>Text</td>
<td>469</td>
<td>217</td>
<td>a seven-page journal</td>
</tr>
<tr>
<td>D3</td>
<td>Text</td>
<td>693</td>
<td>406</td>
<td>articles DK074491</td>
</tr>
<tr>
<td>D4</td>
<td>Text</td>
<td>835</td>
<td>521</td>
<td>in CEDAR’s database</td>
</tr>
<tr>
<td>D5</td>
<td>Text</td>
<td>536</td>
<td>260</td>
<td></td>
</tr>
<tr>
<td>D6</td>
<td>Text</td>
<td>683</td>
<td>336</td>
<td></td>
</tr>
<tr>
<td>D7</td>
<td>Text</td>
<td>1021</td>
<td>572</td>
<td></td>
</tr>
<tr>
<td>N1</td>
<td>Reference</td>
<td>856</td>
<td>508</td>
<td>N022BIN in UW’s CDROM</td>
</tr>
<tr>
<td>N2</td>
<td>Text &amp; Reference</td>
<td>807</td>
<td>477</td>
<td>N036BIN in UW’s CDROM</td>
</tr>
<tr>
<td>N3</td>
<td>Text</td>
<td>766</td>
<td>515</td>
<td>N03MBIN in UW’s CDROM</td>
</tr>
<tr>
<td>N4</td>
<td>Text</td>
<td>1052</td>
<td>707</td>
<td>N04FBIN in UW’s CDROM</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>12538</td>
<td>7477</td>
<td></td>
</tr>
</tbody>
</table>

Table 5.1: Sixteen document pages are used for testing

are (820, 0.0, 1.0, 1.0, 1.0, 1.0, 1.0, 3). The image generated using *dd2* is more noisy than *dd1*. Figure 5.8 shows the effect of *dd1* and *dd2* on a fragment of an example page.

Caere’s ANYFONT OCR Toolkit was used to compute OCR results and the coordinates of bounding-boxes for the word images in each document. The coordinates of word bounding-boxes were used in our program for word image clustering. The truth data of the testing samples were generated based on the OCR output on the original images because the Caere OCR performance on those high quality pages was very good (on average, word recognition accuracy is 98.3% and 96.6% according to whether or not the dictionary is used).

For degraded images generated by *dd1* and *dd2*, the OCR performance dropped significantly in two respects: word segmentation accuracy and word recognition correct rate. For pages with noise at the *dd1* level, if the OCR’s dictionary is turned off the word recognition correct rate is 71.4%. If the dictionary is used, the word recognition correct rate is 80.6%.
Third was the loss of life at the South African-guarded Calueque Dam project close to the Angolan border, when Cuban MiG-23 jets attacked in June. The latter engagement established the Angolan and Cuban air forces’ superiority over South Africa’s for the first time.

(a). Original Image

(b). DDM = dd1

(c). DDM = dd2

Figure 5.8: Degraded document images are generated by using document degradation models (DDM).
For pages with noise at the $dd2$ level, the word recognition correct rate is 60.1% when the dictionary is disabled and 70.9% when it is used.

Word image clustering was performed using the coordinates of the word bounding boxes provided by the OCR package. After clustering all large clusters, which contain two or more images, were located. The threshold $r_0$ was set uniformly as 0.60. About half the word images in a typical page are included in the clusters.

The three different postprocessing strategies were used to select a decision for each large cluster. They are: (1) majority vote; (2) majority voting plus dictionary lookup; and (3) majority voting plus dictionary lookup with the option of rejection. The dictionary used here is the word list collected from the Brown Corpus and the Penn Treebank. There are more than 70,000 words in the list. The best improvement was made by the third strategy.

Tables 5.2 and 5.3 show the performance on the words in large (greater than one member) clusters. On this subset of word images, the improvement of the proposed postprocessing algorithm was significant. For the OCR results on pages with noise at the $dd1$ level and without using the dictionary, the third postprocessing strategy improved the correct rate to 91.5% from the original 78.7%. For the OCR results on pages with noise at $dd1$ level and with using the dictionary, the third postprocessing strategy improved the correct rate to 92.5% from original 86.4%. For the OCR results on pages with noise at $dd2$ level and without using dictionary, the third postprocessing strategy improved the correct rate to 91.1% from original 69.8%. For the OCR results on pages with noise at $dd2$ level and with using the dictionary, the third postprocessing strategy improved the correct rate to 92.3% from original 79.3%;
<table>
<thead>
<tr>
<th>ID</th>
<th>OPT</th>
<th>OCR</th>
<th>POSTPROCESSING</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>M</td>
<td>M+D</td>
</tr>
<tr>
<td></td>
<td></td>
<td>M+D</td>
<td>M+D+R</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A1</td>
<td>ND</td>
<td>79.4% (339/427)</td>
<td>88.1% (376/427)</td>
</tr>
<tr>
<td></td>
<td>WD</td>
<td>85.0% (363/427)</td>
<td>90.9% (388/427)</td>
</tr>
<tr>
<td>A2</td>
<td>ND</td>
<td>77.4% (501/647)</td>
<td>91.0% (589/647)</td>
</tr>
<tr>
<td></td>
<td>WD</td>
<td>83.6% (541/647)</td>
<td>93.2% (603/647)</td>
</tr>
<tr>
<td>A3</td>
<td>ND</td>
<td>73.1% (256/350)</td>
<td>74.6% (261/350)</td>
</tr>
<tr>
<td></td>
<td>WD</td>
<td>83.4% (292/350)</td>
<td>82.3% (288/350)</td>
</tr>
<tr>
<td>A4</td>
<td>ND</td>
<td>74.5% (644/864)</td>
<td>77.8% (672/864)</td>
</tr>
<tr>
<td></td>
<td>WD</td>
<td>84.3% (728/864)</td>
<td>85.5% (739/864)</td>
</tr>
<tr>
<td>A5</td>
<td>ND</td>
<td>70.1% (283/404)</td>
<td>70.8% (286/404)</td>
</tr>
<tr>
<td></td>
<td>WD</td>
<td>78.5% (317/404)</td>
<td>77.0% (311/404)</td>
</tr>
<tr>
<td>D1</td>
<td>ND</td>
<td>90.5% (143/158)</td>
<td>94.3% (149/158)</td>
</tr>
<tr>
<td></td>
<td>WD</td>
<td>95.6% (151/158)</td>
<td>96.8% (153/158)</td>
</tr>
<tr>
<td>D2</td>
<td>ND</td>
<td>88.4% (175/198)</td>
<td>94.4% (187/198)</td>
</tr>
<tr>
<td></td>
<td>WD</td>
<td>95.5% (189/198)</td>
<td>95.5% (189/198)</td>
</tr>
<tr>
<td>D3</td>
<td>ND</td>
<td>90.7% (341/376)</td>
<td>92.3% (347/376)</td>
</tr>
<tr>
<td></td>
<td>WD</td>
<td>95.2% (358/376)</td>
<td>95.2% (358/376)</td>
</tr>
<tr>
<td>D4</td>
<td>ND</td>
<td>81.6% (399/489)</td>
<td>91.4% (447/489)</td>
</tr>
<tr>
<td></td>
<td>WD</td>
<td>93.9% (459/489)</td>
<td>95.9% (469/489)</td>
</tr>
<tr>
<td>D5</td>
<td>ND</td>
<td>90.9% (209/230)</td>
<td>94.4% (217/230)</td>
</tr>
<tr>
<td></td>
<td>WD</td>
<td>97.4% (224/230)</td>
<td>97.0% (223/230)</td>
</tr>
<tr>
<td>D6</td>
<td>ND</td>
<td>82.2% (221/269)</td>
<td>88.9% (239/269)</td>
</tr>
<tr>
<td></td>
<td>WD</td>
<td>89.6% (241/269)</td>
<td>92.6% (249/269)</td>
</tr>
<tr>
<td>D7</td>
<td>ND</td>
<td>82.2% (425/517)</td>
<td>90.7% (469/517)</td>
</tr>
<tr>
<td></td>
<td>WD</td>
<td>92.5% (478/517)</td>
<td>95.2% (492/517)</td>
</tr>
<tr>
<td>N1</td>
<td>ND</td>
<td>69.0% (342/496)</td>
<td>74.0% (367/496)</td>
</tr>
<tr>
<td></td>
<td>WD</td>
<td>72.5% (361/498)</td>
<td>75.9% (378/498)</td>
</tr>
<tr>
<td>N2</td>
<td>ND</td>
<td>79.2% (357/451)</td>
<td>86.7% (391/451)</td>
</tr>
<tr>
<td></td>
<td>WD</td>
<td>85.6% (386/451)</td>
<td>90.0% (406/451)</td>
</tr>
<tr>
<td>N3</td>
<td>ND</td>
<td>73.3% (291/397)</td>
<td>80.1% (318/397)</td>
</tr>
<tr>
<td></td>
<td>WD</td>
<td>84.1% (334/397)</td>
<td>85.1% (338/397)</td>
</tr>
<tr>
<td>N4</td>
<td>ND</td>
<td>80.9% (499/617)</td>
<td>85.7% (529/617)</td>
</tr>
<tr>
<td></td>
<td>WD</td>
<td>86.7% (535/617)</td>
<td>88.7% (547/617)</td>
</tr>
<tr>
<td>Total</td>
<td>ND</td>
<td>78.7% (542/6890)</td>
<td>84.8% (5844/6890)</td>
</tr>
<tr>
<td></td>
<td>WD</td>
<td>86.4% (5957/6892)</td>
<td>89.0% (6131/6892)</td>
</tr>
</tbody>
</table>

ND: without using dictionary  
W: using dictionary  
M: Majority Voting  
D: Dictionary Lookup  
R: Rejection

Table 5.2: Postprocessing results on words from large clusters ($DDM = dd1$)
<table>
<thead>
<tr>
<th>ID</th>
<th>OPT</th>
<th>ACCURACY</th>
<th>OCR</th>
<th>POSTPROCESSING</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>M</td>
<td>M+D</td>
</tr>
<tr>
<td>A1</td>
<td>ND</td>
<td>66.8% (253/379)</td>
<td>84.7% (321/379)</td>
<td>88.7% (336/379)</td>
</tr>
<tr>
<td></td>
<td>WD</td>
<td>76.6% (291/380)</td>
<td>89.0% (338/380)</td>
<td>89.5% (340/380)</td>
</tr>
<tr>
<td>A2</td>
<td>ND</td>
<td>64.4% (369/573)</td>
<td>89.0% (464/573)</td>
<td>86.7% (497/573)</td>
</tr>
<tr>
<td></td>
<td>WD</td>
<td>75.1% (432/575)</td>
<td>88.5% (509/575)</td>
<td>91.5% (526/575)</td>
</tr>
<tr>
<td>A3</td>
<td>ND</td>
<td>70.7% (239/338)</td>
<td>78.1% (264/338)</td>
<td>82.5% (279/338)</td>
</tr>
<tr>
<td></td>
<td>WD</td>
<td>80.1% (270/337)</td>
<td>84.0% (283/337)</td>
<td>86.1% (290/337)</td>
</tr>
<tr>
<td>A4</td>
<td>ND</td>
<td>69.0% (586/849)</td>
<td>73.4% (623/849)</td>
<td>76.4% (649/849)</td>
</tr>
<tr>
<td></td>
<td>WD</td>
<td>79.7% (677/849)</td>
<td>84.7% (719/849)</td>
<td>87.4% (742/849)</td>
</tr>
<tr>
<td>A5</td>
<td>ND</td>
<td>63.2% (239/378)</td>
<td>68.5% (259/378)</td>
<td>70.6% (267/378)</td>
</tr>
<tr>
<td></td>
<td>WD</td>
<td>73.4% (279/380)</td>
<td>77.6% (295/380)</td>
<td>80.3% (305/380)</td>
</tr>
<tr>
<td>D1</td>
<td>ND</td>
<td>87.3% (131/150)</td>
<td>93.3% (140/150)</td>
<td>96.0% (144/150)</td>
</tr>
<tr>
<td></td>
<td>WD</td>
<td>96.7% (145/150)</td>
<td>97.3% (146/150)</td>
<td>97.3% (146/150)</td>
</tr>
<tr>
<td>D2</td>
<td>ND</td>
<td>79.6% (152/191)</td>
<td>88.5% (169/191)</td>
<td>94.2% (180/191)</td>
</tr>
<tr>
<td></td>
<td>WD</td>
<td>89.1% (179/191)</td>
<td>93.7% (179/191)</td>
<td>94.8% (181/191)</td>
</tr>
<tr>
<td>D3</td>
<td>ND</td>
<td>84.7% (322/380)</td>
<td>92.1% (350/380)</td>
<td>95.8% (364/380)</td>
</tr>
<tr>
<td></td>
<td>WD</td>
<td>96.1% (365/380)</td>
<td>96.8% (368/380)</td>
<td>96.8% (368/380)</td>
</tr>
<tr>
<td>D4</td>
<td>ND</td>
<td>72.7% (354/487)</td>
<td>86.9% (423/487)</td>
<td>90.8% (442/487)</td>
</tr>
<tr>
<td></td>
<td>WD</td>
<td>87.1% (424/487)</td>
<td>93.0% (453/487)</td>
<td>95.1% (463/487)</td>
</tr>
<tr>
<td>D5</td>
<td>ND</td>
<td>80.8% (181/224)</td>
<td>89.7% (201/224)</td>
<td>93.3% (209/224)</td>
</tr>
<tr>
<td></td>
<td>WD</td>
<td>93.3% (209/224)</td>
<td>95.5% (214/224)</td>
<td>97.3% (218/224)</td>
</tr>
<tr>
<td>D6</td>
<td>ND</td>
<td>62.4% (169/271)</td>
<td>77.9% (211/271)</td>
<td>82.3% (223/271)</td>
</tr>
<tr>
<td></td>
<td>WD</td>
<td>62.4% (169/271)</td>
<td>77.9% (211/271)</td>
<td>82.3% (223/271)</td>
</tr>
<tr>
<td>D7</td>
<td>ND</td>
<td>73.7% (373/506)</td>
<td>86.2% (436/506)</td>
<td>89.9% (455/506)</td>
</tr>
<tr>
<td></td>
<td>WD</td>
<td>87.6% (444/507)</td>
<td>90.9% (461/507)</td>
<td>93.3% (473/507)</td>
</tr>
<tr>
<td>N1</td>
<td>ND</td>
<td>57.1% (265/464)</td>
<td>66.2% (307/464)</td>
<td>73.9% (343/464)</td>
</tr>
<tr>
<td></td>
<td>WD</td>
<td>57.3% (266/464)</td>
<td>66.2% (307/464)</td>
<td>73.9% (343/464)</td>
</tr>
<tr>
<td>N2</td>
<td>ND</td>
<td>69.1% (304/440)</td>
<td>78.4% (345/440)</td>
<td>84.1% (370/440)</td>
</tr>
<tr>
<td></td>
<td>WD</td>
<td>76.1% (335/440)</td>
<td>83.9% (369/440)</td>
<td>87.5% (385/440)</td>
</tr>
<tr>
<td>N3</td>
<td>ND</td>
<td>67.0% (240/358)</td>
<td>78.5% (281/358)</td>
<td>83.8% (300/358)</td>
</tr>
<tr>
<td></td>
<td>WD</td>
<td>77.7% (278/358)</td>
<td>83.5% (299/358)</td>
<td>85.5% (306/358)</td>
</tr>
<tr>
<td>N4</td>
<td>ND</td>
<td>70.2% (415/591)</td>
<td>78.7% (465/591)</td>
<td>83.6% (494/591)</td>
</tr>
<tr>
<td></td>
<td>WD</td>
<td>78.8% (465/590)</td>
<td>86.1% (508/590)</td>
<td>87.0% (513/590)</td>
</tr>
<tr>
<td>Total</td>
<td>ND</td>
<td>69.8% (4592/6579)</td>
<td>79.9% (5259/6579)</td>
<td>84.4% (5552/6579)</td>
</tr>
<tr>
<td></td>
<td>WD</td>
<td>79.3% (5219/6583)</td>
<td>86.0% (5659/6583)</td>
<td>88.4% (5822/6583)</td>
</tr>
</tbody>
</table>

**ND**: without using dictionary  
**WD**: using dictionary  
**M**: Majority Voting  
**D**: Dictionary Lookups  
**R**: Rejection

Table 5.3: Postprocessing results on words from large clusters ($DDM = dd2$)
5.5 Error Analysis and Future Improvements

The potential improvement in performance possible with further refinements of the algorithm presented in this chapter are illustrated by an analysis of the errors made when page A1 with dd2 noise was processed. Out of the 380 words in large clusters, 24 were recognized incorrectly and 15 were rejected when the M+D+R postprocessing method was used. Figure 5.9 shows the contents of the clusters calculated from document A1 that were incorrectly recognized. The decision made by the OCR package, the output of the postprocessing algorithm, and the truth value for each word are given. The decision made by the postprocessing algorithm for each cluster is shown after the identifier for the cluster.

Cluster 16 shows that the first character "A" was correctly recognized in three out of the six words in the cluster and the last four characters "ica's" were correctly recognized in four out of six cases. If the locations of the character segmentation points were available in those word images, the portion of the words between the "A" and the "ica's" could be further inspected and compared to portions of words that were successfully recognized in other words to derive the decision that the missing characters are the ligature "fr". Such a divide-and-conquer strategy may also be applicable to clusters 45, 47, 51, and 80.

Another subset of the errors are attributable to proper nouns that are not in the dictionary. In clusters 41, 43, 59, and 66, the correct choice was among the decisions in the cluster. It just was not chosen by the postprocessing algorithm. This could be solved by including more proper nouns in the dictionary or perhaps detecting proper nouns a-priori [33] and recognizing them with a specialized form of divide-and-conquer. Cluster 52 would be best solved by the second form of this strategy.

The remainder of the errors illustrate the need for improving the rejection strategy or that some errors are probably non-recoverable. Cluster 38 contains three different legal
dictionary words. In this case all three words should be rejected. Clusters 68 and 79 contain alternative decisions that are legal dictionary words. The best way to make these choices is probably to employ a different form of postprocessing such as word transition probabilities [63, 64] or parsing [62].

Thus, there is the potential, with further development of the algorithm proposed in this chapter, to correct all but four of the errors. This would yield a 99% correct rate with no errors if the divide-and-conquer strategy always made the correct decision.

5.6 Conclusions and Future Directions

A new OCR postprocessing method based on word image equivalence was proposed. The method combines information about which word images are equivalent with the recognition results calculated on those words by a commercial OCR package. The result is an algorithm that corrects errors made when different instances of the same word are assigned different identities by an OCR.

Experiments on 16 degraded document pages (with over 12,000 words in total) show that on a large portion of the word images (more than half the words in the pages), the method improved the word recognition accuracy from 70% to 92%. By analyzing the errors on one page, it was found that there is still room to further improve the performance of the proposed approach. With further refinements, the proposed algorithm could have an accuracy as high as 99% correct if the errors made on the selected page are representative of the errors in general.

The method works only for a portion of the words in a document page. But the approach can be extended to the more general situation. Word image equivalence is only one of several visual inter-word relations that we have observed [58]. The other types of relations concern partial similarity. For example, one word image can be a subpattern of another word image.
<table>
<thead>
<tr>
<th>Cluster</th>
<th>Decision</th>
<th>Correction</th>
<th>Truth</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>DECISION: cats</td>
<td>cats</td>
<td>Africa's</td>
</tr>
<tr>
<td>36</td>
<td>DECISION: tune</td>
<td>tune</td>
<td>time</td>
</tr>
<tr>
<td>38</td>
<td>DECISION: hats</td>
<td>hats</td>
<td>hats</td>
</tr>
<tr>
<td>41</td>
<td>DECISION: Rejected</td>
<td>Rejected</td>
<td>Brazzaville</td>
</tr>
<tr>
<td>43</td>
<td>DECISION: Pi</td>
<td>Pi</td>
<td>Pi</td>
</tr>
<tr>
<td>45</td>
<td>DECISION: Rejected</td>
<td>Rejected</td>
<td>Africa</td>
</tr>
<tr>
<td>47</td>
<td>DECISION: Rejected</td>
<td>Rejected</td>
<td>Africa</td>
</tr>
<tr>
<td>51</td>
<td>DECISION: Rejected</td>
<td>Rejected</td>
<td>Minister</td>
</tr>
<tr>
<td>52</td>
<td>DECISION: Rejected</td>
<td>Rejected</td>
<td>Botha</td>
</tr>
<tr>
<td>59</td>
<td>DECISION: Van</td>
<td>Van</td>
<td>Van</td>
</tr>
<tr>
<td>66</td>
<td>DECISION: Rejected</td>
<td>Rejected</td>
<td>Heerden</td>
</tr>
<tr>
<td>68</td>
<td>DECISION: again</td>
<td>again</td>
<td>again</td>
</tr>
<tr>
<td>79</td>
<td>DECISION: economic</td>
<td>economic</td>
<td>economic</td>
</tr>
<tr>
<td>80</td>
<td>DECISION: Rejected</td>
<td>Rejected</td>
<td>African</td>
</tr>
</tbody>
</table>

Figure 5.9: Examples of post-processing errors from page A1 with DD2 and WD
or two word images can match very well on their left parts, and so on. The coverage of relations based on visual partial similarity is much larger than that of relations based on visual word equivalence. Consistency analysis of relations between visual and symbolic levels (see Figure 5.10) can be very helpful to verify those words that have been recognized correctly, to detect potential word recognition errors and correct them. In Chapter 6, the use of partial relations to further improve OCR performance is explored.

<table>
<thead>
<tr>
<th>Images</th>
<th>OCR</th>
</tr>
</thead>
<tbody>
<tr>
<td>others the</td>
<td>others</td>
</tr>
<tr>
<td>Angola</td>
<td>Angola</td>
</tr>
<tr>
<td>African-guarded</td>
<td>African-guarded</td>
</tr>
<tr>
<td>African</td>
<td>African</td>
</tr>
<tr>
<td>Africa's</td>
<td>Africa's</td>
</tr>
</tbody>
</table>

Figure 5.10: Consistency Analysis Using Partial Similarity
Chapter 6

OCR Postprocessing Using Visual Inter-Word Relations

In the previous chapter, we demonstrated that one type of visual inter-word constraint, word image equivalence, can be exploited to detect and correct OCR errors for a large portion of the word images in a document. This chapter continues the exploration of applying visual context to the postprocessing stage of text recognition. A number of other visual relations between words in a document are also useful. The basic idea of detecting equivalent word images is extended to detecting equivalences between portions of words. For example, the first three characters in theatre are the same as the first three characters in thesis. This information is then used to constrain the decisions of a recognizer so that they are the same in both cases. Also, the network of such relations in a document are used together with the results from a conventional OCR system to detect typographic characteristics of the document and to build an image representation for each of the characters it contains. This is then used in a self-teaching OCR system to recognize the rest of the text in the document.

The approach proposed here is an extension of the character-based clustering and deciphering algorithms used previously [16, 18, 108]. The concept of a self-teaching OCR system has also been used in a character classifier that automatically adapts itself to a single font [9]. The underlying assumption that a given document is printed primarily in a
small number of fonts is also utilized in the algorithm proposed here.

The rest of this chapter discusses the proposed algorithm. The procedure for computing visual inter-word relations is discussed. Experimental results that operate directly on the output of a commercial OCR system are presented. The bounding boxes of words provided by the OCR system are used in the calculation of the visual inter-word relations and the character recognition results are used to derive the font representation. The word-level error rate of the OCR system is reduced by 53% on 71% of the word images in the test documents. Future extensions of the approach are discussed that will improve its accuracy.

6.1 Overall Design of an OCR Postprocessing System

The problem of postprocessing can be described as follows: given an image of a text page and its OCR output, verify a word recognition result if the corresponding OCR output is consistent with the appropriate visual inter-word relations. Detect and correct errors if an inconsistency is found between the visual and symbolic information, and learn typographic parameters (font, spacing, etc.) from the verified words and use them together with visual inter-word relations to re-recognize the words that are suspected to be incorrect.

Figure 6.1 shows the overall design of the OCR postprocessing system. There are five modules in the system. Given a text page, an OCR system can be applied to locate a sequence of word images. For each word image, its bounding box and recognition result are generated. There are three modules for visual and symbolic context analysis which provide contextual constraints to be used in the postprocessing model later. Symbolic contextual analysis can be conducted based on the word recognition results provided by the OCR. Word images can be clustered by image matching. In the visual contextual analysis module, the prototypes of the image clusters will be further compared to calculate partial inter-word relations.
Given word images and their OCR results, word image clustering can be accelerated significantly by using the symbolic information from the OCR output, even though the output may contain recognition errors. An OCR-result-guided image clustering algorithm is proposed. The outline of the algorithm is:

1. cluster word images by string matching based on their word recognition results;

2. split clusters by image matching;

3. merge clusters by image matching directed by string distance editing.

The intuition behind the method is minimizing the number of image matching operations. Similarly, other visual inter-word relations can be computed more efficiently by taking advantage of OCR results.

In the postprocessing module, visual and symbolic contextual information is exploited to detect and correct OCR word recognition errors. There are four steps proposed here: voting, font learning, verification and re-recognition. The detailed design of these steps will be discussed in the next section.

### 6.2 OCR Postprocessing with Visual Inter-Word Relations

A four-step algorithm is proposed in this section that postprocesses OCR results using visual inter-word relations. The objective is to locate word decisions that have high confidence, extract font and typesetting information, verify OCR decisions which seem to be correct, and re-recognize those word images which are suspected to be recognized incorrectly by the OCR. In the course of locating such high confidence decisions, some OCR errors are corrected. These high confidence word decisions are then used to learn images that correspond to individual characters and character sequences. These images are then used to decompose
Figure 6.1: Overall design of an OCR postprocessing system
the remaining word images and generate new recognition results for them. Details of the four steps are presented below.

In the first step, a voting procedure is used on the whole-word clusters. The word decisions from clusters that contain two or more words are inspected and if a majority of them agree, that decision is output for the words in that cluster.

Figure 6.2 shows an example of a cluster of six instances of the word "the." Five of them were recognized correctly and one of them was incorrect (the word die). This error is corrected by voting. Experience has shown that voting produces very reliable performance for about half the words in a document.

<table>
<thead>
<tr>
<th>IMAGE</th>
<th>OCR</th>
<th>Verification</th>
</tr>
</thead>
<tbody>
<tr>
<td>the</td>
<td>the</td>
<td>the</td>
</tr>
<tr>
<td>the</td>
<td>die</td>
<td>the</td>
</tr>
<tr>
<td>the</td>
<td>the</td>
<td>the</td>
</tr>
<tr>
<td>the</td>
<td>the</td>
<td>the</td>
</tr>
<tr>
<td>the</td>
<td>the</td>
<td>the</td>
</tr>
</tbody>
</table>

Figure 6.2: Example of the voting procedure.

In the second step, a font learning method is performed in which the visual interword relations are used to decompose the prototypes for the clusters that voting produced decisions for. This results in image prototypes for many individual characters.

An example of how the visual interword relations are used to decompose a word image
is shown in Figure 6.3.

Figure 6.3: Example of font learning.

In the third step, a *verification* algorithm is executed on the word images that voting was unable to make a decision for. Visual inter-word relations are calculated between each image and the prototypes for the clusters output by voting. A word image is "verified" if its decomposition into sub-patterns is mapped onto ASCII decisions that agree with the original OCR result. An OCR error can also be corrected in this step if there are high confidence visual inter-word relations between the input image and portions of the cluster prototypes found during voting. The verification step processes each word in a cluster sequentially and generates a list of alternatives for all the words in the cluster. This is done by appending the verified results for each word.

An example of verification is shown in Figure 6.4. The original OCR decision for the word was *verification*. The image for this word was decomposed into three parts: *verif*, *i*, and *cation*. The *verif* was the left-part of the word *verify* that was recognized elsewhere in
the document. The single character was verified by the results of font learning. The right-part 
_ation_ was verified by matching to the right part of the word _ocation_ that had been 
verified before. Error correction is illustrated by the word _African_ that was mis-recognized 
as _A*ican_ by the OCR. The reliable match of the left part of this image to the word _Africa_ 
allows for this error to be corrected. The generation of alternatives for words in the same 
cluster is also illustrated by the two different OCR decisions for the word _first_.

In the fourth step, a _re-recognition_ procedure is executed on all the remaining word 
images. Every such image is decomposed into sub-parts using visual relations calculated 
from the images output by voting, font learning and verification. This produces a lattice of 
possible overlapping sub-images along with their OCR results (see Figure 6.5). Then all the 
paths through this lattice are computed and each complete path is provided with a score 
that measures the degree to which each sub-image in the path matches the original word 
image. All the complete paths that also occur in a dictionary are placed in the candidate 
list for the word and the complete path with the best cost is output. Appropriate thresholds 
are incorporated in the algorithm so that character strings not in the dictionary may also be 
output. This approach is similar to some methods used in cursive script recognition [150]. 
The primary difference is that the algorithm proposed here learns the character image 
information it uses from the input page rather than from a previous training step.

An example of re-recognition is shown in Figure 6.6. Overall there are five complete 
paths that cover the entire word image. These paths along with their strings of ASCII 
decisions and cumulative matching scores are shown on the right side of Figure 6.6. Each 
of those paths is looked up in a dictionary and the complete path with the minimum cost 
(best match) is output. In the example shown, this results in the word _strain_ being output. 
The difference in confidence between the three paths for _strain_ show the effect that finding 
correspondence between longer substrings can have on performance. The best choice had a 
confidence of 0.90 because it contained a five-character-image string that was matched to
Figure 6.4: Cases of verification: (a) confirmation of OCR decision, (b) error correction, and (c) alternative generation.
the word train. There was only one more single character (s) that needed to be matched to complete the path.

6.3 An Experimental System and Its Preliminary Results

To utilize visual inter-word relations and the postprocessing methods described above, an experimental system was implemented. It was designed as a stand-alone postprocessing system. The input required for the system is the OCR result for each word, including the OCR decision and a possible list of alternative decisions, coordinates of each word bounding-box, and the text image. Currently the system uses Caere's AnyFont package to generate OCR results and word bounding-box information. The output of the system is its decision and alternative list for each word image. The major steps of the system are described as below:
Figure 6.6: Example of re-recognition.
1. Run Caere’s AnyFont package to generate a text recognition result. For each word image, there is an OCR decision and a possible candidate list.

2. Cluster word images. To improve run time, OCR results are used to guide the process of image clustering.

3. Conduct visual similarity analysis. For each pair of image clusters, the system tests whether they hold any visual inter-word relations, using the algorithm described in Chapter 4.

4. Apply a consensus voting method to determine the identity of each large cluster. If the majority of images in a cluster have the same OCR decision, the decision will be assigned as the decision for the cluster and all images in the cluster will inherit the cluster decision as their decisions. All those word images will collected as a set, which is denoted as $S_1$. Words in $S_1$ are labelled as verified words. The set for the remaining word images is denoted as $S_3$. For a word in $S_3$ which belongs to a multiple-entry cluster but the majority voting method fails to make a decision for the cluster, all candidates for the cluster will be assigned as the candidate list for the word.

5. Learn font and typesetting information using visual inter-word relations based on the image set $S_1$. After this step, the word images in the set will be segmented into many parts, most of them are character images. Those image parts will be treated as examples of font and typesetting in the page.

6. Verify OCR decisions for the remaining word images in $S_3$. Assuming that the OCR decision for an image is correct, if its relations with other words are consistent at the image and symbolic level, its OCR result is verified. The word will be put into the set $S_2$. 
7. Re-recognize those words, which are still in $S_3$, through lattice-based analysis. For a word image, its visual inter-word relations will be recorded in a lattice; the regions matched with font images will also be registered in the lattice. By dictionary-based search, all possible candidates can be generated from the lattice. If there are one or more candidates, the candidate with the highest confidence will be assigned as the decision of the word. Other candidates, plus the original OCR decision and candidates from the cluster which the image belong to, will be assigned as the candidate list. The word will be put into $S_2$.

6.3.1 Experimental Results

The experimental system has been tested. The input to this system is the output from a commercial OCR (i.e., Caere's AnyFont package) as well as the page images that were provided to the OCR. The commercial device provides at least a single decision for each word and in cases where it is unsure, several alternatives are produced. Also, the bounding box coordinates for each word are output.

Six page images (listed in Table 6.1) were used to test the system. These were scanned at 300 ppi and the binary image produced by the scanning hardware was used. Uniform noise was added to each image using the documentation degradation model (DDM) package from the University of Washington [81]. The parameter set for DDM was $(820, 0.0, 1.0, 1.0, 1.0, 1.0, 1.0, 3)$.

The accuracy of Caere's AnyFont OCR package on the original pages is very high, more than 98% correct at the word level. After adding uniform noise with DDM, the word correct rate dropped to 73.5%. It was observed that the word alternatives produced by the OCR do not improve performance significantly (see Table 6.2).

Word clustering was then computed using the bounding boxes output by the OCR and inter-word relations were calculated between pairs of clusters. In the present implementa-
tion, only the first four visual relations in Figure 1 were used. The threshold for image matching, $r_0$, was set to 0.60.

Table 6.1 shows the result of visual inter-word relation analysis. On average, about half of the words are in large clusters (containing two or more word images). The number of visual inter-word relations is large and varies from page to page.

<table>
<thead>
<tr>
<th>page id</th>
<th># of words</th>
<th># of clusters</th>
<th># of large clusters</th>
<th># of words in large clusters</th>
<th># of visual inter-word relations btw clusters (type-2,3,4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_1$</td>
<td>827</td>
<td>520</td>
<td>96</td>
<td>403</td>
<td>4269</td>
</tr>
<tr>
<td>$P_2$</td>
<td>1129</td>
<td>690</td>
<td>139</td>
<td>578</td>
<td>7917</td>
</tr>
<tr>
<td>$P_3$</td>
<td>826</td>
<td>494</td>
<td>90</td>
<td>422</td>
<td>17406</td>
</tr>
<tr>
<td>$P_4$</td>
<td>535</td>
<td>389</td>
<td>45</td>
<td>191</td>
<td>8784</td>
</tr>
<tr>
<td>$P_5$</td>
<td>686</td>
<td>467</td>
<td>78</td>
<td>297</td>
<td>14358</td>
</tr>
<tr>
<td>$P_6$</td>
<td>1019</td>
<td>607</td>
<td>113</td>
<td>525</td>
<td>25745</td>
</tr>
</tbody>
</table>

Table 6.1: Results of visual inter-word relation analysis.

After applying the proposed postprocessing system, the word images are divided into three sets: voting, verification and rererecognition. The system generates one decision for each word in the voting set and there are no other candidates for each word. The accuracy of the words in the voting set was improved from 92.2% to 98.0%. The accuracy of the words in the verification set was improved from 83.1% to 88.5% and the correct rate of the word alternatives was improved from 83.3% to 93.3%.

The correct rate of the words in the combination of the voting and verification sets was improved from 85.6% to 92.3% and the accuracy of their alternative lists was improved from 86.9% to 95.2%. It is important to note that the images in these sets account for about 71% of the words in the original text pages.
The complete re-recognition step is still under development. At the present time, only the generation of alternatives by tracing paths through the lattice has been implemented. This increased the accuracy of the candidate lists from 44.1% to 52.6%.

<table>
<thead>
<tr>
<th>word set</th>
<th># of words</th>
<th>OCR</th>
<th>Postprocessing</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>decision corr. rate</td>
<td>corr. rate of candidate list</td>
</tr>
<tr>
<td>voting</td>
<td>1403</td>
<td>1293</td>
<td>92.2%</td>
</tr>
<tr>
<td>verification</td>
<td>2160</td>
<td>1752</td>
<td>81.1%</td>
</tr>
<tr>
<td>recognition</td>
<td>1459</td>
<td>644</td>
<td>44.1%</td>
</tr>
<tr>
<td>voting + recog</td>
<td>3563</td>
<td>3050</td>
<td>85.6%</td>
</tr>
<tr>
<td>voting + verif + recog</td>
<td>5022</td>
<td>3694</td>
<td>73.5%</td>
</tr>
</tbody>
</table>

Table 6.2: Results of postprocessing.

### 6.4 Conclusions

In this chapter an approach was proposed that used visual relations between word images to improve the performance of an OCR system. This information has only been used to a limited extent in previous OCR techniques.

The proposed algorithm first calculates clusters of equivalent word images and then determines which sub-parts of the prototypes for the clusters are equivalent. This information is then used in a four-step method for postprocessing the OCR results. Experimental results were presented that showed the first three steps of the algorithm effectively reduced the word level error rate by 53% (from 14.4% to 7.7%) on six page images that contained over 5000 word images. This test data had been degraded by a uniform noise model.
Current work includes further development of the fourth step in the postprocessing algorithm (i.e., rerecognition). This part of the algorithm uses the visual inter-word relations to produce new recognition results that may be different from those output by the OCR. This algorithm uses images for characters and portions of words that have been recognized with high confidence to produce new recognition results.
Chapter 7

A Relaxation Algorithm Using Word Collocation

7.1 Introduction

Word collocation data is one source of information that has been investigated in computational linguistics and that has been proposed as a useful tool to post-process word recognition results [26, 130]. Word collocation refers to the likelihood that two words co-occur within a fixed distance of one another. For example, it is highly likely that if the word "boat" occurs, the word "river" will also occur somewhere in ten words on either side of "boat." Thus, if "river" had been misrecognized with the neighborhood "rover, river, ripper" (i.e., rover is the top choice, river the second choice, etc.), the presence of "boat" nearby would allow for the recognition error to be corrected.

Previous work in using word collocation data to post-process word recognition results has shown the usefulness of this data [129]. This technique used local collocation data about words that co-occur next to each other to improve recognition performance. A disadvantage of this approach was that it did not allow for successful results on one word to influence the results on another word.

This chapter proposes a relaxation-based algorithm that propagates the results of word
collocation post-processing within sentences. The promotion of correct choices at various locations within a sentence influences the promotion of word decisions elsewhere. This effectively improves on a strictly local analysis by allowing for strong collocations to reinforce weak (but related) collocations. Relaxation has been widely used to solve problems where the search for a globally optimal solution can be broken down into a series of local problems, each of which contributes to the overall result [131].

The rest of the chapter discusses the algorithm in more detail. An experimental analysis is discussed in which the algorithm is applied to improving text recognition results that are less than 60% correct. The correct rate is effectively improved to 83% or better in all cases. For about 40% of the words inside each test article, the accuracy of the decision made by the method can be as high as 99.5%.

7.2 Algorithm Description

Word collocation $WC(x, y)$ measures the likelihood that two words, $x$ and $y$, co-occur within a given distance of each other. A numerical measure of the collocation strength of word pair $(x, y)$ is given by the mutual information of $(x, y)$:

$$WC(x, y) = MI(x, y) = \log_2 \frac{P(x, y)}{P(x)P(y)}$$

where $P(x)$ and $P(y)$ are the probabilities of observing words $x$ and $y$ in a corpus of text and $P(x, y)$ is the joint probability of observing $x$ and $y$ within a fixed distance of one another. The strength of word collocation can also be measured by

$$WC(x, y) = F(x, y)$$

where $F(x, y)$ is the frequency of the word pair $(x, y)$ in a corpus of fixed size. In this research, the distance between words $x$ and $y$ is set to one ($window\_size = 1$).
\( \text{MI}(x, y) \) is the pure collocation measure which is independent of the word frequency of \( x \) and \( y \). Although \( \text{MI} \) is popular in computational linguistics, this research uses \text{word-pair-frequency} as the collocation measure because the word frequency factor is useful for word candidate selection.

The relaxation algorithm that incorporates word collocation data receives the neighborhoods for each word in a sentence as input. Those neighborhoods are initially ranked by the confidence values provided by a word recognition algorithm. Each word in a neighborhood \( w_{ij} \) is repeatedly re-ranked for \( k \) iterations by calculating its new word collocation score:

\[
P_{(w_{ij})}^{(k+1)} = \frac{P_{(w_{ij})}^{(k)} + r_{(w_{ij}, w_{i+1,j})}P_{(w_{i+1,j})}^{(k)} + r_{(w_{i-1,j}, w_{ij})}P_{(w_{i-1,j})}^{(k)}}{\sum_{k=1}^{n} P_{(w_{ik})}^{(k)} + r_{(w_{ik}, w_{i+1,j})}P_{(w_{i+1,j})}^{(k)} + r_{(w_{i-1,j}, w_{ik})}P_{(w_{i-1,j})}^{(k)}}
\]

where \( P_{(w_{ij})}^{(k+1)} \) is the probabilistic score of the word candidate \( w_{ij} \) at time \( k + 1 \). The initial score \( P_{(w_{ij})}^{(0)} \) is the confidence (between 0 and 1) provided by a word recognizer for the word candidate \( w_{ij} \). The compatibility functions \( r_{(w_{i-1,j}, w_{ij})} \) and \( r_{(w_{ij}, w_{i+1,j})} \) are defined as

\[
r_{(w_{i-1,j}, w_{ij})} = \frac{WC(w_{i-1,j}, w_{ij})}{\sum_{k=1}^{n} WC(w_{i-1,j}, w_{ik})}
\]

and

\[
r_{(w_{ij}, w_{i+1,j})} = \frac{WC(w_{ij}, w_{i+1,j})}{\sum_{k=1}^{n} WC(w_{ik}, w_{i+1,j})}
\]

where \( WC(x, y) \) is the word collocation of the word pair \( (x, y) \). This method of calculating the score for \( w_{ij} \) at time \( k + 1 \) is an improvement over a previous approach that did not incorporate recognition confidence [63].

This measure uses the top-ranked choice of adjacent words to adjust the ranking in each neighborhood. Repeated applications of this measure effectively propagates results across a sentence. In fact, it may require several iterations for the algorithm to converge on a stable state from which further iterations cause no significant changes in the rankings.
Figure 7.1 shows an example, using actual data, of how the algorithm operates. A degraded image of the sentence “Please show me where Hong Kong is!” is input to a word recognizer. The top three recognition choices are shown in each position. Only two of the seven words are correct in the first choice. After one iteration, six of the seven are correct and after two iterations all seven word decisions are correct.

<table>
<thead>
<tr>
<th>Initial Word Neighborhoods</th>
</tr>
</thead>
<tbody>
<tr>
<td>position</td>
</tr>
<tr>
<td>top1</td>
</tr>
<tr>
<td>top2</td>
</tr>
<tr>
<td>top3</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Word Neighborhoods After Iteration 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>position</td>
</tr>
<tr>
<td>top1</td>
</tr>
<tr>
<td>top2</td>
</tr>
<tr>
<td>top3</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Word Neighborhoods After Iteration 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>position</td>
</tr>
<tr>
<td>top1</td>
</tr>
<tr>
<td>top2</td>
</tr>
<tr>
<td>top3</td>
</tr>
</tbody>
</table>

Figure 7.1: An example of the relaxation process (the sentence to be recognized is “Please show me where Hong Kong is!”)
7.3 Experiments and Analysis

Experiments were conducted to determine the performance of the proposed algorithm. The data used in the experiments were generated from the Brown Corpus and Penn Treebank databases. These corpora together contain over four million words of running text. The Brown corpus is divided into 500 samples of approximately 2000 words each [89]. The part of the Penn Treebank used here is the collection of articles from the Wall Street Journal that contain about three million words.

Five articles were randomly selected from the Brown Corpus as test samples. They are A06, G02, J42, N01 and R07. A06 is a collection of six short articles from the Newark Evening News. G02 is from an article “Toward a Concept of National Responsibility” that appeared in The Yale Review. J42 is from the book “The Political Foundation of International Law.” N01 is a chapter from the adventure fiction “The Killer Marshal.” R07 is from the humor article “Take It Off” in The Arizona Quarterly. Each text has about 2000 words. There are a total of 10,280 words in the testing samples.

The training data from which the collocation statistics were calculated was composed of the approximately 1.2 million distinct word pairs in the combination of the Brown corpus and Penn Treebank minus the five test samples. Examples of word pairs and their frequencies are shown below.

```
the  doctor  64
a    doctor  27
doctor and   8
doctor was   8
doctor who   7
his  doctor  6
doctor bills  4
ward doctor  1
```

A qualitative estimate for the upper bound, or best performance that could be expected
with a technique that uses word collocation data, was derived from the test articles. This was done by calculating the percentage of words in the test articles that also appear in the training data. This is relevant since if a word does not occur in the training data there will be no collocations stored for it and the algorithm may not select it. The results in Table 7.1 show that somewhere between 97% and 98% of the isolated words in each of the test articles occur in the training data. Thus, only 2% to 3% of the words in a typical document are not found.

<table>
<thead>
<tr>
<th>test article</th>
<th>no. of words</th>
<th>no in training data</th>
</tr>
</thead>
<tbody>
<tr>
<td>A06</td>
<td>2213</td>
<td>2137 (97%)</td>
</tr>
<tr>
<td>G02</td>
<td>2267</td>
<td>2201 (97%)</td>
</tr>
<tr>
<td>J42</td>
<td>2269</td>
<td>2208 (97%)</td>
</tr>
<tr>
<td>N01</td>
<td>2313</td>
<td>2271 (98%)</td>
</tr>
<tr>
<td>R07</td>
<td>2340</td>
<td>2262 (97%)</td>
</tr>
</tbody>
</table>

Table 7.1: Isolated word occurrence in the training data

The potential upper bound in performance is also illustrated by the results shown in Table 7.2. These give the number of times each word in the test articles appear adjacent to the same word or words in the training data. Statistics are provided that show how often words in the test articles are collocated with both the word before and the word after somewhere in the training data. Also, the number of times a word is collocated only with either the word before or the word after is given. These results show that about 60% of the words occur adjacent to the same words in both the test data and the training data. About 32% of the words are adjacent only to either the word before or the word after and 4% to 8% of the words have no collocations in the training database. Thus, an algorithm that uses collocation to choose the candidate for a word could achieve a correct rate of between 92% and 96%. However, this would require perfect knowledge about which
collocation is correct. Actual performance will be less than this because of other words in the neighborhood that have collocations in the training data and the interactions of those words and their recognition confidence values during iterations of the relaxation algorithm.

<table>
<thead>
<tr>
<th>test article</th>
<th>no. of words</th>
<th>both before and after</th>
<th>only before or after</th>
<th>neither before nor after</th>
</tr>
</thead>
<tbody>
<tr>
<td>A06</td>
<td>2213</td>
<td>1342</td>
<td>694</td>
<td>177</td>
</tr>
<tr>
<td></td>
<td></td>
<td>61%</td>
<td>31%</td>
<td>8%</td>
</tr>
<tr>
<td>G02</td>
<td>2267</td>
<td>1355</td>
<td>750</td>
<td>162</td>
</tr>
<tr>
<td></td>
<td></td>
<td>60%</td>
<td>33%</td>
<td>7%</td>
</tr>
<tr>
<td>J42</td>
<td>2269</td>
<td>1349</td>
<td>762</td>
<td>158</td>
</tr>
<tr>
<td></td>
<td></td>
<td>59%</td>
<td>34%</td>
<td>7%</td>
</tr>
<tr>
<td>N01</td>
<td>2313</td>
<td>1609</td>
<td>614</td>
<td>90</td>
</tr>
<tr>
<td></td>
<td></td>
<td>70%</td>
<td>27%</td>
<td>4%</td>
</tr>
<tr>
<td>R07</td>
<td>2340</td>
<td>1499</td>
<td>659</td>
<td>182</td>
</tr>
<tr>
<td></td>
<td></td>
<td>64%</td>
<td>28%</td>
<td>8%</td>
</tr>
</tbody>
</table>

Table 7.2: Word collocation occurrence in the training data

### 7.3.1 Neighborhood Generation

Neighborhoods were generated for each of the 70,000 unique words in the combined corpus of testing and training data using the following procedure. Digital images of the words were generated from their ASCII equivalents first by converting them to an 11 pt. Times Roman font in postscript with the Unix command *ditroff*. The postscript files were then converted into raster images with the *ghostscript* system.

Neighborhoods were generated for each word by first calculating a feature vector for the word known as the stroke direction feature vector [55]. The neighborhoods for each dictionary word were then calculated by computing the Euclidean distance between its feature vector and the feature vectors of all the other dictionary words and sorting the result. The ten words with the smallest distance values were stored with each dictionary
word as its neighborhood.

To mimic the performance of a word recognition technique in the presence of noise, the neighborhoods were corrupted. An assumed correct rate in each position in the neighborhood was given. For example, the top choice might be 80% correct, the second choice 10% correct, and so on. The noise model was applied to the text by calling a uniform random number generator for each word in the passage and scaling the result between zero and one. The correct rate distribution was then used to select the position in the neighborhood into which the correct word was moved. Thus, in the above example, 80% of the time the correct word would remain in the top position, 10% of the time it would be moved into the second position, and so on. The eight noise models shown in Table 7.3 were used to generate neighborhoods for the running text of the five test articles.

<table>
<thead>
<tr>
<th>model</th>
<th>position in neighborhood</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>55</td>
</tr>
<tr>
<td>2</td>
<td>65</td>
</tr>
<tr>
<td>3</td>
<td>70</td>
</tr>
<tr>
<td>4</td>
<td>75</td>
</tr>
<tr>
<td>5</td>
<td>80</td>
</tr>
<tr>
<td>6</td>
<td>85</td>
</tr>
<tr>
<td>7</td>
<td>90</td>
</tr>
<tr>
<td>8</td>
<td>95</td>
</tr>
</tbody>
</table>

Table 7.3: Performance models used to generate corrupted word recognition results

7.3.2 Experimental Results

Before testing the algorithm, a baseline for performance comparison was determined. The accuracy rate in each position in the candidate list was calculated by re-ranking using word frequency, i.e., the a-priori probability of the word (see Table 7.4). The result shows that
the correct rate of the first position in the neighborhood is around 75% by using word frequency data alone. It should be noted that these results were calculated from the entire training database, including the test articles. Since, as shown earlier, about 2% to 3% of the words in the test data do not occur in the training data, the performance obtained by re-ranking using frequency could be up to 2% to 3% lower.

<table>
<thead>
<tr>
<th></th>
<th>A06</th>
<th>G02</th>
<th>J42</th>
<th>N01</th>
<th>R07</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>top1</td>
<td>73.6%</td>
<td>74.7%</td>
<td>75.1%</td>
<td>76.6%</td>
<td>76.1%</td>
<td>75.2%</td>
</tr>
<tr>
<td>top2</td>
<td>89.0%</td>
<td>88.7%</td>
<td>91.8%</td>
<td>89.8%</td>
<td>90.1%</td>
<td>89.9%</td>
</tr>
<tr>
<td>top3</td>
<td>94.6%</td>
<td>94.6%</td>
<td>95.7%</td>
<td>95.5%</td>
<td>95.8%</td>
<td>95.2%</td>
</tr>
<tr>
<td>top4</td>
<td>96.9%</td>
<td>97.1%</td>
<td>97.8%</td>
<td>97.7%</td>
<td>97.5%</td>
<td>97.4%</td>
</tr>
<tr>
<td>top5</td>
<td>98.0%</td>
<td>98.0%</td>
<td>98.7%</td>
<td>98.8%</td>
<td>98.5%</td>
<td>98.4%</td>
</tr>
<tr>
<td>top6</td>
<td>98.4%</td>
<td>98.9%</td>
<td>99.0%</td>
<td>99.4%</td>
<td>99.2%</td>
<td>99.0%</td>
</tr>
<tr>
<td>top7</td>
<td>99.2%</td>
<td>99.3%</td>
<td>99.3%</td>
<td>99.6%</td>
<td>99.4%</td>
<td>99.4%</td>
</tr>
<tr>
<td>top8</td>
<td>100.0%</td>
<td>99.9%</td>
<td>99.9%</td>
<td>100.0%</td>
<td>100.0%</td>
<td>100.0%</td>
</tr>
<tr>
<td>top9</td>
<td>100.0%</td>
<td>100.0%</td>
<td>100.0%</td>
<td>100.0%</td>
<td>100.0%</td>
<td>100.0%</td>
</tr>
<tr>
<td>top10</td>
<td>100.0%</td>
<td>100.0%</td>
<td>100.0%</td>
<td>100.0%</td>
<td>100.0%</td>
<td>100.0%</td>
</tr>
</tbody>
</table>

Table 7.4: Baseline for comparison (Re-ranking Top10 List by Word Frequency)

The result of applying the relaxation algorithm to the neighborhoods is shown in Table 7.5 and Figure 7.2. The average correct rate at the top choice across all the passages tested is given for ten iterations of relaxation. Table 7.6 and Figure 7.3 shows the results obtained when the test passages are included in the training data. The differences between the two results show the effect that “perfect” collocation data can have on performance.

The top choice correct rate when the training data does not include the test passages is between 83% and 86% correct. The best performance possible, as shown in Table 7.6, raises the correct rate at the top choice to between 91% and 93%. This is interesting when it is considered that the top choice correct rate of the input was initially as low as 56%. In most cases the majority of the improvement in performance is obtained after three iterations.
A drop in performance can be observed after the first iteration in cases where the initial correct rate is high. For example, when the first word has a 94% correct rate, at the first iteration it is improved to 95% and then it drops to 86% after ten iterations. This same effect does not occur when the initial correct rate is lower than 80%. Thus, in practice, the number of iterations should be controlled by an estimate of the overall error rate in word recognition. If low confidences have been assigned to many words in a text passage, then this should indicate that the relaxation should be iterated until the order of the decisions in the neighborhoods ceases to change. If many words have been assigned high confidences, then the relaxation should be terminated after one or two iterations.

Also, many of the cases that were correct on the first iteration but that were placed in a lower position in the neighborhood on a subsequent iteration were short words such as “one,” that were confused with function words such as “the.” The higher collocation strength of the function word caused it to be chosen incorrectly. This suggests that the relaxation algorithm should be used as part of a larger text recognition system and that this system should include a preprocessing step, such as [86], that detects function words and recognizes them separately. The relaxation algorithm would then be applied to the other words in the text. Since these will be the information-bearing words, the relaxation approach will be more likely to perform correctly.
Table 7.5: Correct rate at each iteration of relaxation

<table>
<thead>
<tr>
<th>Initial</th>
<th>Iter 1</th>
<th>Iter 2</th>
<th>Iter 3</th>
<th>Iter 4</th>
<th>Iter 5</th>
<th>Iter 6</th>
<th>Iter 7</th>
<th>Iter 8</th>
<th>Iter 9</th>
<th>Iter 10</th>
</tr>
</thead>
<tbody>
<tr>
<td>56.4%</td>
<td>74.6%</td>
<td>81.2%</td>
<td>82.5%</td>
<td>82.9%</td>
<td>83.1%</td>
<td>83.2%</td>
<td>83.3%</td>
<td>83.3%</td>
<td>83.2%</td>
<td>83.2%</td>
</tr>
<tr>
<td>65.2%</td>
<td>80.3%</td>
<td>83.8%</td>
<td>84.2%</td>
<td>84.0%</td>
<td>84.1%</td>
<td>84.1%</td>
<td>84.1%</td>
<td>84.1%</td>
<td>84.1%</td>
<td>84.1%</td>
</tr>
<tr>
<td>70.9%</td>
<td>84.1%</td>
<td>85.6%</td>
<td>85.0%</td>
<td>84.9%</td>
<td>84.8%</td>
<td>84.7%</td>
<td>84.7%</td>
<td>84.6%</td>
<td>84.7%</td>
<td>84.7%</td>
</tr>
<tr>
<td>75.2%</td>
<td>85.8%</td>
<td>86.4%</td>
<td>85.4%</td>
<td>85.1%</td>
<td>85.0%</td>
<td>85.0%</td>
<td>84.9%</td>
<td>84.9%</td>
<td>84.9%</td>
<td>84.9%</td>
</tr>
<tr>
<td>79.9%</td>
<td>88.4%</td>
<td>87.4%</td>
<td>86.1%</td>
<td>85.5%</td>
<td>85.3%</td>
<td>85.2%</td>
<td>85.1%</td>
<td>85.1%</td>
<td>85.1%</td>
<td>85.1%</td>
</tr>
<tr>
<td>84.5%</td>
<td>90.7%</td>
<td>88.3%</td>
<td>86.7%</td>
<td>86.0%</td>
<td>85.9%</td>
<td>85.7%</td>
<td>85.6%</td>
<td>85.6%</td>
<td>85.6%</td>
<td>85.6%</td>
</tr>
<tr>
<td>89.7%</td>
<td>93.4%</td>
<td>89.2%</td>
<td>87.2%</td>
<td>86.4%</td>
<td>86.1%</td>
<td>86.0%</td>
<td>85.9%</td>
<td>86.0%</td>
<td>85.9%</td>
<td>85.9%</td>
</tr>
<tr>
<td>94.1%</td>
<td>95.4%</td>
<td>90.0%</td>
<td>87.6%</td>
<td>86.8%</td>
<td>86.5%</td>
<td>86.4%</td>
<td>86.3%</td>
<td>86.3%</td>
<td>86.2%</td>
<td>86.2%</td>
</tr>
</tbody>
</table>

Figure 7.2: Correct rate at each iteration of relaxation
<table>
<thead>
<tr>
<th>Initial</th>
<th>Iter. 1</th>
<th>Iter. 2</th>
<th>Iter. 3</th>
<th>Iter. 4</th>
<th>Iter. 5</th>
<th>Iter. 6</th>
<th>Iter. 7</th>
<th>Iter. 8</th>
<th>Iter. 9</th>
<th>Iter. 10</th>
</tr>
</thead>
<tbody>
<tr>
<td>56.4%</td>
<td>80.7%</td>
<td>88.5%</td>
<td>90.2%</td>
<td>90.7%</td>
<td>91.0%</td>
<td>91.3%</td>
<td>91.2%</td>
<td>91.3%</td>
<td>91.3%</td>
<td>91.3%</td>
</tr>
<tr>
<td>65.2%</td>
<td>85.8%</td>
<td>90.9%</td>
<td>91.6%</td>
<td>91.8%</td>
<td>91.8%</td>
<td>91.9%</td>
<td>91.9%</td>
<td>91.9%</td>
<td>91.9%</td>
<td>91.9%</td>
</tr>
<tr>
<td>70.9%</td>
<td>88.9%</td>
<td>92.2%</td>
<td>92.1%</td>
<td>92.0%</td>
<td>92.0%</td>
<td>91.9%</td>
<td>91.9%</td>
<td>91.9%</td>
<td>91.9%</td>
<td>91.9%</td>
</tr>
<tr>
<td>75.2%</td>
<td>90.5%</td>
<td>93.0%</td>
<td>92.5%</td>
<td>92.3%</td>
<td>92.3%</td>
<td>92.1%</td>
<td>92.1%</td>
<td>92.1%</td>
<td>92.1%</td>
<td>92.1%</td>
</tr>
<tr>
<td>79.9%</td>
<td>92.7%</td>
<td>93.7%</td>
<td>92.9%</td>
<td>92.6%</td>
<td>92.5%</td>
<td>92.3%</td>
<td>92.2%</td>
<td>92.2%</td>
<td>92.2%</td>
<td>92.2%</td>
</tr>
<tr>
<td>84.5%</td>
<td>94.5%</td>
<td>94.4%</td>
<td>93.3%</td>
<td>92.8%</td>
<td>92.7%</td>
<td>92.5%</td>
<td>92.5%</td>
<td>92.4%</td>
<td>92.4%</td>
<td>92.4%</td>
</tr>
<tr>
<td>89.7%</td>
<td>96.4%</td>
<td>95.0%</td>
<td>93.7%</td>
<td>93.0%</td>
<td>92.8%</td>
<td>92.6%</td>
<td>92.5%</td>
<td>92.5%</td>
<td>92.5%</td>
<td>92.4%</td>
</tr>
<tr>
<td>94.1%</td>
<td>97.5%</td>
<td>95.5%</td>
<td>93.8%</td>
<td>93.1%</td>
<td>92.9%</td>
<td>92.7%</td>
<td>92.7%</td>
<td>92.7%</td>
<td>92.6%</td>
<td>92.7%</td>
</tr>
</tbody>
</table>

Table 7.6: Correct rate in relaxation when collocation includes test samples

![Figure 7.3: Correct rate when collocation includes test samples](image-url)
The relaxation algorithm can improve the top1 accuracy of candidate lists, as shown above. Another way to show the improvement is to calculate the coverage rate of the top-n. Table 7.7 lists the correct rate of the top10 in the first ten iterations when the initial top1 correct rate is 56.3%. After ten iterations, the correct rate of the top1 becomes 83.2%; the correct rate of the top2 is 92.8%; and the top3 correct rate is 96.1%. This result indicates that if the original top10 list is reduced to a top3 list, the coverage of the reduced candidate list can be as high as 96.1%. In this way, the relaxation algorithm can serve as a tool to reduce the size of candidate lists generated by a word recognizer.

<table>
<thead>
<tr>
<th></th>
<th>Initial</th>
<th>Iter. 1</th>
<th>Iter. 2</th>
<th>Iter. 3</th>
<th>Iter. 4</th>
<th>Iter. 5</th>
<th>Iter. 10</th>
</tr>
</thead>
<tbody>
<tr>
<td>top1</td>
<td>56.3%</td>
<td>74.5%</td>
<td>81.2%</td>
<td>82.4%</td>
<td>82.9%</td>
<td>83.0%</td>
<td>83.2%</td>
</tr>
<tr>
<td>top2</td>
<td>71.4%</td>
<td>88.5%</td>
<td>91.5%</td>
<td>92.7%</td>
<td>92.9%</td>
<td>92.8%</td>
<td>92.8%</td>
</tr>
<tr>
<td>top3</td>
<td>78.8%</td>
<td>93.4%</td>
<td>95.1%</td>
<td>96.0%</td>
<td>96.1%</td>
<td>96.0%</td>
<td>96.1%</td>
</tr>
<tr>
<td>top4</td>
<td>83.7%</td>
<td>95.4%</td>
<td>96.9%</td>
<td>97.6%</td>
<td>97.7%</td>
<td>97.7%</td>
<td>97.7%</td>
</tr>
<tr>
<td>top5</td>
<td>87.5%</td>
<td>96.7%</td>
<td>97.9%</td>
<td>98.5%</td>
<td>98.6%</td>
<td>98.5%</td>
<td>98.5%</td>
</tr>
<tr>
<td>top6</td>
<td>90.4%</td>
<td>97.6%</td>
<td>98.4%</td>
<td>98.9%</td>
<td>99.0%</td>
<td>99.0%</td>
<td>99.0%</td>
</tr>
<tr>
<td>top7</td>
<td>93.2%</td>
<td>98.3%</td>
<td>98.9%</td>
<td>99.2%</td>
<td>99.3%</td>
<td>99.3%</td>
<td>99.3%</td>
</tr>
<tr>
<td>top8</td>
<td>96.2%</td>
<td>99.1%</td>
<td>99.4%</td>
<td>99.6%</td>
<td>99.6%</td>
<td>99.6%</td>
<td>99.6%</td>
</tr>
<tr>
<td>top9</td>
<td>98.2%</td>
<td>99.5%</td>
<td>99.7%</td>
<td>99.8%</td>
<td>99.8%</td>
<td>99.8%</td>
<td>99.8%</td>
</tr>
<tr>
<td>top10</td>
<td>100.0%</td>
<td>100.0%</td>
<td>100.0%</td>
<td>100.0%</td>
<td>100.0%</td>
<td>100.0%</td>
<td>100.0%</td>
</tr>
</tbody>
</table>

Table 7.7: Top10 accuracy of relaxation when the initial top1 correct rate is 56.3%

After applying the relaxation algorithm, the confidence score of each candidate reflects its competitiveness among other candidates in the candidate list. A filtering procedure can be further applied to remove those candidates with low confidence scores in order to reduce the size of each list. Given a candidate list \( \{w_{ij}|1 \leq j \leq n\} \) for the word \( w_i \), let \( p(w_{ij}) \) be the confidence score of the \( j \)-th candidate. The candidates inside a candidate list satisfy the following constraints:

\[
\sum_{j=1}^{n} p(w_{ij}) = 1.00
\]
and

\[ p(w_{ij}) \geq p(w_{i,j+1}) \quad \text{for } 1 \leq j < n \]

A threshold, \( t \), can be chosen to remove the last \( m \) candidates if

\[ \sum_{k=n-m+1}^{n} p(w_{ik}) \leq t \quad \text{and} \quad p(w_{i,n-m}) + \sum_{k=n-m+1}^{n} p(w_{ik}) > t \]

By choosing \( t \) equal to 0.05, the size of neighborhood list can be reduced significantly (see Table 7.8). Although there are 8.7 candidates for each word image on average, after the filtering step, the average number of candidates becomes 3.6 while the accuracy of the reduced candidate lists drops slightly from 100.0% to 99.2%. Table 7.9 shows the distribution of neighborhood size after candidate reduction. One interesting result is that there are 42.0% of word images with a single candidate left and their correct rate is as high as 99.9%. This result indicates that word collocation constraints are very strong for many words and can achieve almost 100% accuracy in selecting the correct candidate if its confidence score is greater than 0.95.

<table>
<thead>
<tr>
<th>Article</th>
<th>After Relaxation</th>
<th>After Candidate Reduction</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Size of Neighborhood</td>
<td>Accuracy</td>
</tr>
<tr>
<td>A06</td>
<td>8.9</td>
<td>100.0%</td>
</tr>
<tr>
<td>G02</td>
<td>8.9</td>
<td>100.0%</td>
</tr>
<tr>
<td>J42</td>
<td>8.9</td>
<td>100.0%</td>
</tr>
<tr>
<td>N01</td>
<td>8.5</td>
<td>100.0%</td>
</tr>
<tr>
<td>R07</td>
<td>8.3</td>
<td>100.0%</td>
</tr>
<tr>
<td>Total</td>
<td>8.7</td>
<td>100.0%</td>
</tr>
</tbody>
</table>

Table 7.8: Candidate reduction

### 7.4 Conclusions and Future Directions

In this chapter, a relaxation algorithm was described that used word collocation information to improve text recognition results. The experimental results showed that the correct rate
at the top choice of a word recognition algorithm could be improved from 56% to 83% correct. This is a substantial improvement compared to the best that could be obtained by re-ranking the neighborhoods using a-priori probability alone. The performance gap between the results achieved when the collocation data includes the test data and when it does not suggests that word collocation data should be collected from larger and more balanced English corpora. Analysis of the remaining errors showed that many of them could be corrected by using a larger window size and special strategies for processing proper nouns. Modifications of the ranking function should also be considered.

Another encouraging result is that the size of the neighborhood can be significantly reduced by removing candidates with very low confidence scores. As the experiment shows, about 40% of words have only a single candidate left and the correct rate of this candidate is almost 100%. The relaxation algorithm can thus be applied to locate a large portion of words inside the text for which the decision word can be chosen with a very low risk.
Chapter 8

Word Candidate Selection by Lattice Parsing

In Chapter 7, one typical statistical language model – word collocation, was exploited for word candidate selection. Word collocation trained from large text corpora reflects interactions between neighboring words. As a type of linguistic constraint, it is quite local in nature. Theoretically, many more global linguistic constraints can be useful for word candidate selection. In this chapter, we explore syntactic constraints at the sentence level. A lattice chart parser has been designed. The syntactic constraint and the word collocation constraint are integrated to facilitate the process of candidate selection.

8.1 Introduction

Given a degraded text page, a word recognition algorithm can generate one or more word candidates (or so-called “word hypotheses”) for each word image. The OCR output can be described as a word lattice, in which word images are organized by their positions according to the reading order, and there are several competitive candidates at each position. Because such a lattice cannot be the final output of a text recognition system, further postprocessing methods have to be applied to select a decision candidate for each word image.
Assuming that we know in advance that the text to be recognized is written in normal English, linguistic constraints can be helpful for word candidate selection. One kind of statistical constraint, word collocation, was exploited in Chapter 7. In this chapter, we will investigate the use of another kind of structural constraint – language syntax.

Language syntax usually can be described by a sentence grammar. Given a word lattice, if sentence boundaries, such as periods, question marks and exclamation marks, have been identified correctly, the sequence of word images between two sentence-end marks is a valid English sentence. If we generate multiple candidates for each word image, there are many possible sequences of words for each sentence. Among them, many combinations are not legitimate sentences. The sequence of candidates which is most grammatical at the sentence level should be the most preferred interpretation for the sequence of word images, and therefore can be selected as the final decision for those word images.

The lattice in Figure 8.1 was generated by a word recognizer. The text is “Children come to the garden to admire the pretty swan. This makes him very proud and happy. But he will always remember that he was once an ugly duckling.” In the lattice, those candidates for the same word are visually very similar and all of them are valid words from a large dictionary.

Parsing is the process of analyzing the syntactic structure of a passage in a language, usually at the sentence level. A parser is a program that does parsing automatically. A parser includes three major components: a lexicon, a grammar and a parsing algorithm. The words allowed in the language are defined in the lexicon. The grammar is a set of rules or principles that describe the syntactic phenomena of the language. Given a sequence of words, a parser can determine whether it is a legitimate structure (i.e., a sentence) defined in the language according the grammar. If so, it can also generate the detailed structure of the input sequence (i.e., a parse tree).
<table>
<thead>
<tr>
<th>position</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>top1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.00</td>
<td>0.25</td>
<td>0.50</td>
<td>0.25</td>
<td>0.50</td>
<td>0.50</td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>top2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>top3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>top4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>position</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
</tr>
</thead>
<tbody>
<tr>
<td>top1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.25</td>
<td>0.50</td>
<td>0.50</td>
<td>1.00</td>
<td>1.00</td>
<td>0.33</td>
<td>0.33</td>
</tr>
<tr>
<td>top2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.25</td>
<td>0.50</td>
<td>0.50</td>
<td></td>
<td></td>
<td>0.33</td>
<td>0.33</td>
</tr>
<tr>
<td>top3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.25</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.33</td>
<td>0.33</td>
</tr>
<tr>
<td>top4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.25</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>position</th>
<th>15</th>
<th>16</th>
<th>17</th>
<th>18</th>
<th>19</th>
<th>20</th>
<th>21</th>
</tr>
</thead>
<tbody>
<tr>
<td>top1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.50</td>
<td>0.50</td>
<td>0.20</td>
<td>0.50</td>
<td>1.00</td>
<td>0.25</td>
<td>0.33</td>
</tr>
<tr>
<td>top2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.50</td>
<td>0.50</td>
<td>0.20</td>
<td>0.50</td>
<td></td>
<td>0.25</td>
<td>0.33</td>
</tr>
<tr>
<td>top3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.20</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.25</td>
<td>0.33</td>
</tr>
<tr>
<td>top4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.20</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.25</td>
</tr>
<tr>
<td>top5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.20</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>position</th>
<th>22</th>
<th>23</th>
<th>24</th>
<th>25</th>
<th>26</th>
<th>27</th>
<th>28</th>
</tr>
</thead>
<tbody>
<tr>
<td>top1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.33</td>
<td>1.00</td>
<td>0.50</td>
<td>0.25</td>
<td>0.33</td>
<td>0.33</td>
<td>0.33</td>
</tr>
<tr>
<td>top2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.33</td>
<td></td>
<td>0.50</td>
<td>0.25</td>
<td>0.33</td>
<td>0.33</td>
<td>0.33</td>
</tr>
<tr>
<td>top3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.33</td>
<td></td>
<td>0.25</td>
<td>0.33</td>
<td>0.33</td>
<td>0.33</td>
<td>0.33</td>
</tr>
<tr>
<td>top4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.33</td>
<td></td>
<td>0.25</td>
<td>0.33</td>
<td>0.33</td>
<td>0.33</td>
<td>0.33</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>position</th>
<th>29</th>
<th>30</th>
<th>31</th>
<th>32</th>
</tr>
</thead>
<tbody>
<tr>
<td>top1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.33</td>
<td>1.00</td>
<td>0.25</td>
<td>1.00</td>
</tr>
<tr>
<td>top2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.33</td>
<td></td>
<td></td>
<td>0.25</td>
</tr>
<tr>
<td>top3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.33</td>
<td></td>
<td></td>
<td>0.25</td>
</tr>
<tr>
<td>top4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.33</td>
<td></td>
<td></td>
<td>0.25</td>
</tr>
</tbody>
</table>

Figure 8.1: Word lattice for three example sentences
For example, the parse tree for the sentence, "Children come to the garden to admire the pretty swan," can be found in Figure 8.2. The parse tree in the figure is constructed according to a POS-tag-based lexicon and a simple grammar. "NN" (noun), "VB" (verb), "DT" (determiner) and "JJ" (adjective) in the parse tree are POS tags. "S" (sentence), "S-BODY," "NP" (noun phrase), "VP" (verb phrase), "PP" (prepositional phrase), "TO-INF" (to-infinitive clause) and "S-END" are syntactic categories defined in the grammar. The grammar consists of a set of context-free rules such as

\[
S \rightarrow S\text{-BODY } S\text{-END} \\
S\text{-BODY } \rightarrow \ NP \ VP \\
NP \rightarrow DT \ JJ \ NN \\
NP \rightarrow JJ \ NN \\
NP \rightarrow NN \\
VP \rightarrow VB \\
VP \rightarrow VB \ PP \\
PP \rightarrow IN \ NP \\
TO-INF \rightarrow TO \ VP
\]

The syntactic analysis in this example is simplified so that many interesting syntactic phenomena, such as singularity of nouns, transitivity of verbs and tense of verb phrases are not represented. To conduct a detailed syntactic analysis, a more complex grammar has to be used.

To generate a correct parse tree for a given sentence, syntactic analysis sometimes is not sufficient because of some structural ambiguities, such as PP attachment and conjunction coordination, have to be resolved by using semantic and pragmatic information.

Syntactic analysis is one of the important steps in natural language understanding.
Parsing sentences from unrestricted English texts is still a challenging task. A large-scale English lexicon which supports the parsing of unrestricted English text is difficult to build. Parsing methods developed so far are still not accurate and efficient, especially when a sentence is long (more than 25 words on average) [56]. Parsing unrestricted English texts also requires a comprehensive English grammar which can cover most syntactic phenomena in unrestricted text. Such a comprehensive English grammar is not readily available.

( S
  ( S-BODY
    ( NP
      ( NNS Children )
    )
    ( VP
      ( VP
        ( VB come )
        ( PP
          ( TO to )
          ( NP
            ( DT the )
            ( NNP garden )
          )
        )
      )
      ( TO-INF
        ( TO to )
        ( VP
          ( VB admire )
          ( NP
            ( DT the )
            ( JJ pretty )
            ( NNP swan )
          )
        )
      )
     )
   )
)

Figure 8.2: The parse tree for the sample sentence, Children come to the garden to admire the pretty swan.

In English, there are usually several possible POS tags for a word. For example, the word “like” can be a verb or a preposition and the word “form” can be a noun or a verb. With multiple POS tags for each word in a sentence, only one tag will be assigned to each word so that the most preferred parse tree can be generated for the sentence based on those selected tags.

Theoretically, a traditional sentence parser can be generalized as a lattice parser which
allows multiple candidates for each word position as input and selects a candidate for each word position after parsing. The goal of lattice parsing is to find the candidate sequence which has the best syntactic interpretation. Under the schema of lattice parsing, text recognition is interleaved with a certain level of text understanding. One advantage of applying the lattice parsing method to text recognition is that the recognition result can be directly used for further document understanding tasks, such as information retrieval, message understanding and full-text understanding.

If the average number of candidates at each position is large, lattice parsing is much more computationally expensive than sentence parsing. When there are multiple candidates at a word position, usually several candidates share the same POS tag. In this situation, syntactic constraints are helpful to reduce the size of the candidate set, but will have difficulty selecting one decision because the candidates in the reduced set all can take the same syntactic role for the position. For example, syntactic constraints are too loose to choose "floppy" or "happy" as the decision for word 18 in Figure 8.1. The inefficiency and insufficiency characteristics discussed above have to be considered as a serious limitation in applying lattice parsing to text recognition.

In this chapter, we propose a framework of lattice parsing for word candidate selection. Besides language syntax, a statistical language model is integrated to improve the efficiency and accuracy of lattice parsing. A probabilistic lattice chart parser is described that uses syntactic and word collocation constraints to find the best candidate for each word image. The English grammar used in the parser is a Context-Free Grammar with about 7,000 rules. Large English corpora play an important role in the parser. A large-scale English lexicon (with more than 70,000 different words) was derived from two tagged English corpora, the Brown Corpus and the Penn Treebank, and further sub-categorized by part-of-speech tags.

The statistical data, word collocation and word frequency, which were trained from the
corpora, are used in several ways: 1) to reduce the number of word candidates generated by the OCR for each word image; 2) to direct lattice parsing and to reduce the search space so that the parsing process can work more efficiently; and 3) to perform syntactic structure disambiguation so that parsing will be more accurate. The work is aimed at exploring the methodology of unrestricted English text recognition. A broad-coverage grammar and large-scale lexicon are designed for this purpose. Because they are still in raw form, better performance can be achieved simply by improving the quality of the grammar or the lexicon.

8.2 Parser Overview

Generally, there are two types of linguistic constraints used in the parser. One is the global structural constraint which includes syntactic, semantic and pragmatic constraints to be described as a set of grammar rules. Another is local word collocation in which the identity of a word can be used to predict the identity of other nearby words. Local word collocation data can be collected by training on large text corpora [26]. The global structural constraints are exploited with a chart parsing model. The chart data structure provides a flexible framework for parsing [82, 166]. Statistical methods can be easily incorporated in a chart parser [100]. A chart parser can be extended to a lattice parser which allows for several word candidates at the same position, and therefore can be directly used for speech recognition [23, 152] and visual text recognition. The parser chooses the words on a path through the lattice that correspond to a legal sentence with the highest probability of being correct, given the sentences represented in the lattice.

In this approach (see Figure. 8.3), given a page of English text that has been segmented into sentences, a word recognition process generates a candidate list for each word image; next, a relaxation procedure reduces the top-n candidates for each image to the two best candidates by applying word collocation information; the top-2 lists for a sentence form a
word lattice which is passed to the probabilistic lattice chart parser that builds all possible parse trees based on the reduced word lattice; finally, the word candidates that occur in the parse tree with the highest a posteriori probability as well as the parse tree itself are output.

Figure 8.3: Overall Design

In the rest of this chapter, we will briefly present components of the system: the lexicon, the relaxation algorithm, the English grammar, and the parsing algorithm. The role of corpora in the system will also be discussed. In Section 7, the experimental results of the system are reported. Section 8 contains conclusions and future directions.

8.3 About the English lexicon

It is time-consuming to manually build a large-scale English lexicon that can support an unrestricted text understanding system. Automatic acquisition of lexical knowledge is a promising approach towards solving this problem [167]. Following this approach, we built an English lexicon by training on English text corpora that contain more than three million
words. The corpora used are the entire Brown Corpus and part of the Penn Treebank. In the
tagged corpora, each word is associated with its POS (part-of-speech) tag (such as NN, VB, IN, and so on). The tagsets used in the Brown Corpus and the Penn Treebank are similar.

We adopted the tagsets of those two corpora with some modifications. We further sub-
categorized verbs into 15 subclasses by the type of argument the verb takes (see Table. 8.1).

The information was extracted based on verb frames provided by WordNet [104].

<table>
<thead>
<tr>
<th>Type</th>
<th>Arguments of Verb</th>
<th>Example</th>
<th>Note</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>NIL</td>
<td>The baby is <em>sleeping</em></td>
<td>intransitive verb</td>
</tr>
<tr>
<td>1</td>
<td>ADJP</td>
<td>She <em>looks</em> beautiful</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>CLAUSE</td>
<td>I <em>said</em> that I would go there.</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>NP</td>
<td>He <em>killed</em> his enemy.</td>
<td>transitive verb</td>
</tr>
<tr>
<td>4</td>
<td>NP ADJP</td>
<td>He <em>found</em> the girl beautiful</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>NP NP</td>
<td>The girl <em>gave</em> the boy a book</td>
<td>ditransitive verb</td>
</tr>
<tr>
<td>6</td>
<td>NP PP</td>
<td>I <em>put</em> the book on the table.</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>NP TO-INF</td>
<td>I <em>remind</em> him to do it.</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>NP CLAUSE</td>
<td>The boy <em>tells</em> the girl that he loves her.</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>PP</td>
<td>She <em>worries</em> of her mother</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>TO-INF</td>
<td>She <em>started</em> to work</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>VPG</td>
<td>She <em>likes</em> swimming</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>NP VPB</td>
<td>He <em>helps</em> her do it.</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>NP VPN/O</td>
<td>He <em>had</em> her hair cut.</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>VPB</td>
<td>He <em>helped</em> make it.</td>
<td></td>
</tr>
</tbody>
</table>

Table 8.1: Subclasses of Verb

For example, for the word “*tells,*” the tag in the corpora is “*VBZ.*” After subcategoriza-
tion, in the system, the tags for “*tells*” are “*VBZ,*” “*VBZ,*” “*VBZ,*” “*VBZ,*” “*VBZ,*” and “*VBZ.*” Such subcategorization is useful in developing an English grammar.

Currently, the lexicon has more than 70,000 different words. On average, there are 1.57 POS tags per word. For each word, we have statistical data about: 1) its probability; 2) its potential POS tags and their probabilities; and 3) the words strongly collocated with it and their word collocation scores. For example, for the word “*fire,*” the lexicon contains the information shown below:

Probability of the word:
The relaxation algorithm uses the word probability and word collocations to reduce the number of word candidates for each word image. The POS tags are used in parsing and the probabilities of the tags are used to derive the confidence score of each edge built in the chart during parsing. Tagged word collocation pairs help the parser adjust the probability of the tags for the word in context. For example, if the word “fire” follows the word “to” in a sentence, the parser raises the confidence value of the tag VB (verb), although generally the word “fire” is used as an NN (noun) more often than as a VB in English.

In a text to be parsed or recognized, there may be some unknown words which do not appear in the lexicon. The parser assigns several POS tags to each of them after applying some simple morphological analysis.

8.4 Preprocessing: Reduce Neighborhood Size by Relaxation

The word recognition system generates the top-n candidates for each word image except for frequent function words, such as “a,” “the” and “of.” For the function words, we assume
they can be recognized correctly by a word image matching and clustering procedure [72]. Thus, the function words are "islands" or words with identities that the parser can rely on.

The next step is to apply a relaxation algorithm as a filter to reduce the top-n word candidates at each location to the top-m, where m < n. The detail of the method has been described in the previous chapter. The basic idea of the relaxation algorithm is to use local word collocation constraints to select the word candidates that have a high probability of occurring simultaneously with word candidates at other nearby locations. Figure 8.4 lists the candidates which are ranked by their word collocation strength through the relaxation process. The portion of word collocation data used in the relaxation is listed in Figure 8.5. Those candidates with low confidence score can be removed from the lattice without much risk. To further reduce the size of the candidate lists, only those candidates at the top-m positions will remain in the lattice.

As shown by many researchers, word collocation information is a useful statistical approach in NLP. If the text is in the domain well-trained on large corpus, after preprocessing the correct candidates should remain in the candidate pool. In the new top-m, the confidence score of a word candidate measures the strength of that candidate being collocated with its neighboring words.

Figure 8.4 shows the word lattice for three example sentences after relaxation.

Another example of applying the relaxation procedure is given by the sentence, "In the past, the duties of the state, as Sir Henry Maine noted long ago, were only two in number: internal order and external security" (see Figure. 8.6), the word recognizer generates the top five candidates for each word shown in Figure. 8.7. The correct choices are indicated by underlines.

After running the relaxation algorithm, the top two word candidates are shown in Fig-
<table>
<thead>
<tr>
<th>position</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>top1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.0000</td>
<td>0.3693</td>
<td>0.9998</td>
<td>0.9995</td>
<td>0.7572</td>
<td>0.9999</td>
<td>0.8334</td>
</tr>
<tr>
<td>top2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.3683</td>
<td>0.0002</td>
<td>0.0004</td>
<td>0.2428</td>
<td>0.0001</td>
<td>0.1666</td>
<td></td>
</tr>
<tr>
<td>top3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.1373</td>
<td>0.0001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>top4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.1251</td>
<td>0.0000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>position</td>
<td>8</td>
<td>9</td>
<td>10</td>
<td>11</td>
<td>12</td>
<td>13</td>
<td>14</td>
</tr>
<tr>
<td>top1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.9999</td>
<td>0.6566</td>
<td>0.5000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>0.7776</td>
<td>0.9999</td>
</tr>
<tr>
<td>top2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.0000</td>
<td>0.3334</td>
<td>0.5000</td>
<td></td>
<td></td>
<td>0.2224</td>
<td>0.0001</td>
</tr>
<tr>
<td>top3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.0000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.0000</td>
<td></td>
</tr>
<tr>
<td>top4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.0000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>position</td>
<td>15</td>
<td>16</td>
<td>17</td>
<td>18</td>
<td>19</td>
<td>20</td>
<td>21</td>
</tr>
<tr>
<td>top1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.9998</td>
<td>0.6177</td>
<td>0.9999</td>
<td>0.9900</td>
<td>1.0000</td>
<td>0.9968</td>
<td>0.9999</td>
</tr>
<tr>
<td>top2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.0002</td>
<td>0.3823</td>
<td>0.0000</td>
<td>0.1000</td>
<td></td>
<td>0.0030</td>
<td>0.0000</td>
</tr>
<tr>
<td>top3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.0000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.0003</td>
<td>0.0000</td>
</tr>
<tr>
<td>top4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.0000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.0000</td>
<td></td>
</tr>
<tr>
<td>top5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.0000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>position</td>
<td>22</td>
<td>23</td>
<td>24</td>
<td>25</td>
<td>26</td>
<td>27</td>
<td>28</td>
</tr>
<tr>
<td>top1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>0.9971</td>
<td>0.9999</td>
<td>0.9999</td>
</tr>
<tr>
<td>top2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0024</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>top3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0004</td>
<td>0.0000</td>
<td>0.0000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>top4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.0000</td>
</tr>
<tr>
<td>position</td>
<td>29</td>
<td>30</td>
<td>31</td>
<td>32</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>top1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.7273</td>
<td>1.0000</td>
<td>0.6250</td>
<td>1.0000</td>
<td>0.8334</td>
<td></td>
<td></td>
</tr>
<tr>
<td>top2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.1818</td>
<td>0.1250</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>top3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.0909</td>
<td>0.1250</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>top4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.1250</td>
</tr>
</tbody>
</table>

Figure 8.4: Word lattice for three example sentences after relaxation (number of iterations = 10)
<table>
<thead>
<tr>
<th>word pair with frequency</th>
<th>word pair with frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Bus 3</td>
<td>2 But 6098</td>
</tr>
<tr>
<td>3 Put 36</td>
<td>4 This 1868</td>
</tr>
<tr>
<td>5 But he 310</td>
<td>6 This maker 4</td>
</tr>
<tr>
<td>7 This makes 5</td>
<td>8 admire the 8</td>
</tr>
<tr>
<td>9 admits the 4</td>
<td>10 always remember 4</td>
</tr>
<tr>
<td>11 an ugly 9</td>
<td>12 and floppy 1</td>
</tr>
<tr>
<td>13 and happy 4</td>
<td>14 be war 1</td>
</tr>
<tr>
<td>15 he was 1</td>
<td>16 came to 240</td>
</tr>
<tr>
<td>17 come to 239</td>
<td>18 garden to 1</td>
</tr>
<tr>
<td>19 happy . 16</td>
<td>20 he was 1520</td>
</tr>
<tr>
<td>21 he will 189</td>
<td>22 him very 2</td>
</tr>
<tr>
<td>23 makes him 8</td>
<td>24 once all 2</td>
</tr>
<tr>
<td>25 once an 5</td>
<td>26 once on 4</td>
</tr>
<tr>
<td>27 ones on 4</td>
<td>28 pound and 13</td>
</tr>
<tr>
<td>29 proud and 4</td>
<td>30 remember that 24</td>
</tr>
<tr>
<td>31 some to 12</td>
<td>32 that be 5</td>
</tr>
<tr>
<td>33 that he 1200</td>
<td>34 that lie 1</td>
</tr>
<tr>
<td>35 the garden 18</td>
<td>36 the golden 17</td>
</tr>
<tr>
<td>37 the poetry 2</td>
<td>38 the pretty 6</td>
</tr>
<tr>
<td>39 to admire 6</td>
<td>40 to the 8675</td>
</tr>
<tr>
<td>41 to tire 1</td>
<td>42 to toe 6</td>
</tr>
<tr>
<td>43 ugly duckling 4</td>
<td>44 very proud 5</td>
</tr>
<tr>
<td>45 was once 35</td>
<td>46 will always 19</td>
</tr>
</tbody>
</table>

Figure 8.5: Related word collocation data used in the relaxation (data were collected from training corpora)

In the past, the duties of the state, as Sir Henry Maine noted long ago, were only two in number: internal order and external security.

Figure 8.6: Image for the Example Sentence
Figure 8.7: Word recognition output (top 5) for the example sentence

Figure 8.8: The reduced word lattice after applying the relaxation algorithm
8.5 About the English Grammar

English syntax can be modeled by a context-free grammar which is composed of a set of production rules. For example, the following rules are typical.

\[
S \quad \leftarrow \quad S\text{-BODY .}
\]

\[
S\text{-BODY} \quad \leftarrow \quad NP \ \ VP
\]

\[
NP \quad \leftarrow \quad NN
\]

\[
NP \quad \leftarrow \quad NNS
\]

\[
NP \quad \leftarrow \quad NP \ \ CC \ \ NP
\]

\[
VP \quad \leftarrow \quad VB \ \ NP
\]

\[
VP \quad \leftarrow \quad VB
\]

This shows that a sentence \((S)\) can be written as a sentence body \((S\text{-body})\) followed by a period. A sentence body is a noun phrase \((NP)\) followed by a verb phrase \((VP)\). A noun phrase is composed of a singular noun \((NN)\), a plural noun \((NNS)\), or two noun phrases with a coordinating conjunction \((CC)\) between them. A verb phrase is composed of a verb \((VB)\) followed by a noun phrase or just a verb.

Currently, there are 5714 rules in the context-free English grammar used for the experiments discussed here. The large rule base is mainly the result of verb sub-categorization. Although there are many rules, it was not difficult to write them manually because most rules can be derived formally from a small set of meta rules, such as those used in Generalized Phrase Structure Grammar (GPSG) models [127].

The original re-write rules are transformed into Chomsky normal form (CNF) by introducing new intermediate nonterminals. The number of intermediate nonterminals to be introduced can be minimized by an optimization process. After translation, the equivalent CNF grammar contains 7183 rules. Although the parser is based on the transformed grammar in CNF, the transformed grammar is hidden from the user because the intermediate
nonterminals are not printed out. So from the user's point of view, parsing is based on the original CFG.

The grammar also includes semantic rules such as

\[
\text{PERSON} \leftarrow \text{Mr. NNP} \\
\text{PERSON} \leftarrow \text{Sir. NNP} \\
\text{COMPANY} \leftarrow \text{NNP Inc.} \\
\text{COMPANY} \leftarrow \text{NNP Company}
\]

Each of the rules in the grammar is associated with a confidence score which indicates the priority of the rule in comparison to other rules. A rule with a high score means that it is more likely to be used. Figure 8.9 shows a small portion of the large-scale rule-base.

<table>
<thead>
<tr>
<th>Confidence</th>
<th>Rule</th>
<th>Confidence</th>
<th>Rule</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.00</td>
<td>S \rightarrow S.BODY S.END</td>
<td>1.00</td>
<td>S \rightarrow WH.S.BODY ?</td>
</tr>
<tr>
<td>0.10</td>
<td>S \rightarrow YN.S.BODY ?</td>
<td></td>
<td>S \rightarrow 3.M S.END</td>
</tr>
<tr>
<td>100.00</td>
<td>S.BODY \rightarrowEither S.BODY or S.BODY</td>
<td>100.00</td>
<td>S.BODY \rightarrow either S.BODY or S.BODY</td>
</tr>
<tr>
<td>10.00</td>
<td>S.BODY \rightarrow C-CLAUSE, S.BODY</td>
<td>10.00</td>
<td>S.BODY \rightarrow NP, C-CLAUSE, VP</td>
</tr>
<tr>
<td>10.00</td>
<td>S.BODY \rightarrow NP, PP, VP</td>
<td>10.00</td>
<td>S.BODY \rightarrow NP, S.BODY, VP</td>
</tr>
<tr>
<td>0.50</td>
<td>S.BODY \rightarrow PP S.BODY</td>
<td>0.50</td>
<td>S.BODY \rightarrow V-ADJP, S.BODY</td>
</tr>
<tr>
<td>0.00005</td>
<td>S.BODY \rightarrow RB S.BODY</td>
<td>0.00001</td>
<td>S.BODY \rightarrow S.BODY RB</td>
</tr>
<tr>
<td>1.00</td>
<td>S.END \rightarrow !</td>
<td>1.00</td>
<td>S-END \rightarrow</td>
</tr>
<tr>
<td>3.00</td>
<td>WHLS.BODY \rightarrow P-CLAUSE WHLS.BODY</td>
<td>3.00</td>
<td>WHLS.BODY \rightarrow PP, WHLS.BODY</td>
</tr>
<tr>
<td>3.00</td>
<td>YN.S.BODY \rightarrow BE NP VPB</td>
<td>3.00</td>
<td>YN.S.BODY \rightarrow BE NP VPB</td>
</tr>
<tr>
<td>3.00</td>
<td>YN.S.BODY \rightarrow BE NP VPB</td>
<td>3.00</td>
<td>YN.S.BODY \rightarrow BE NP VPB</td>
</tr>
<tr>
<td>3.00</td>
<td>YN.S.BODY \rightarrow C-CLAUSE YN.S.BODY</td>
<td>3.00</td>
<td>YN.S.BODY \rightarrow C-CLAUSE YN.S.BODY</td>
</tr>
<tr>
<td>3.00</td>
<td>YN.S.BODY \rightarrow DO NP VPB</td>
<td>3.00</td>
<td>YN.S.BODY \rightarrow DO NP VPB</td>
</tr>
<tr>
<td>100.00</td>
<td>ADJP \rightarrow more Jj than NP</td>
<td>1.00</td>
<td>ADJP \rightarrow ADJP (ADJP)</td>
</tr>
<tr>
<td>1.00</td>
<td>ADJP \rightarrow ADJP CC ADJP</td>
<td>1.00</td>
<td>ADJP \rightarrow ADJP (ADJP)</td>
</tr>
<tr>
<td>100.00</td>
<td>ADJP \rightarrow ADJP ADJP ADJP</td>
<td>100.00</td>
<td>ADJP \rightarrow JJ VP mình</td>
</tr>
<tr>
<td>1.00</td>
<td>ADJP \rightarrow JJ</td>
<td>1.00</td>
<td>ADJP \rightarrow V-ADJP</td>
</tr>
<tr>
<td>1.00</td>
<td>ADJP \rightarrow ADJP RB</td>
<td>1.00</td>
<td>ADJP \rightarrow RA ADJP</td>
</tr>
<tr>
<td>1.00</td>
<td>ADJP \rightarrow ADJP RB</td>
<td>1.00</td>
<td>ADJP \rightarrow ADJP RB</td>
</tr>
<tr>
<td>1.00</td>
<td>ADJP \rightarrow JJ</td>
<td>1.00</td>
<td>ADJP \rightarrow JJ</td>
</tr>
<tr>
<td>2.00</td>
<td>ADJP \rightarrow ADJP RB</td>
<td>100.00</td>
<td>BE \rightarrow other BE or BE</td>
</tr>
<tr>
<td>1.00</td>
<td>BE \rightarrow was</td>
<td>1.00</td>
<td>BE \rightarrow were</td>
</tr>
<tr>
<td>1.00</td>
<td>C-CLAUSE \rightarrow Although S.BODY</td>
<td>1.00</td>
<td>C-CLAUSE \rightarrow Because S.BODY</td>
</tr>
<tr>
<td>1.00</td>
<td>C-CLAUSE \rightarrow C-CLAUSE CC C-CLAUSE</td>
<td>1.00</td>
<td>C-CLAUSE \rightarrow C-CLAUSE CC C-CLAUSE</td>
</tr>
<tr>
<td>100.00</td>
<td>C-CLAUSE \rightarrow Either C-CLAUSE or C-CLAUSE</td>
<td>5.00</td>
<td>C-CLAUSE \rightarrow Because S.BODY</td>
</tr>
<tr>
<td>1.00</td>
<td>C-CLAUSE \rightarrow Because S.BODY</td>
<td>1.00</td>
<td>C-CLAUSE \rightarrow Because S.BODY</td>
</tr>
<tr>
<td>1.00</td>
<td>C-CLAUSE \rightarrow Although S.BODY</td>
<td>1.00</td>
<td>C-CLAUSE \rightarrow Because S.BODY</td>
</tr>
<tr>
<td>1.00</td>
<td>C-CLAUSE \rightarrow Although S.BODY</td>
<td>1.00</td>
<td>C-CLAUSE \rightarrow Although S.BODY</td>
</tr>
<tr>
<td>1.00</td>
<td>C-CLAUSE \rightarrow Although S.BODY</td>
<td>1.00</td>
<td>C-CLAUSE \rightarrow Although S.BODY</td>
</tr>
<tr>
<td>1.00</td>
<td>C-CLAUSE \rightarrow Although S.BODY</td>
<td>1.00</td>
<td>C-CLAUSE \rightarrow Although S.BODY</td>
</tr>
<tr>
<td>1.00</td>
<td>C-CLAUSE \rightarrow Although S.BODY</td>
<td>1.00</td>
<td>C-CLAUSE \rightarrow Although S.BODY</td>
</tr>
<tr>
<td>1.00</td>
<td>C-CLAUSE \rightarrow in case S.BODY</td>
<td>1.00</td>
<td>C-CLAUSE \rightarrow in case S.BODY</td>
</tr>
<tr>
<td>1000.00</td>
<td>CC \rightarrow as well as 1000.00</td>
<td>1000.00</td>
<td>CC \rightarrow as well as 1000.00</td>
</tr>
<tr>
<td>100.00</td>
<td>IN \rightarrow As to</td>
<td>100.00</td>
<td>IN \rightarrow Because of</td>
</tr>
<tr>
<td>1000.00</td>
<td>IN \rightarrow In case of</td>
<td>100.00</td>
<td>IN \rightarrow Due to</td>
</tr>
<tr>
<td>100.00</td>
<td>IN \rightarrow In addition to</td>
<td>100.00</td>
<td>IN \rightarrow In order to</td>
</tr>
<tr>
<td>100.00</td>
<td>IN \rightarrow Prior to</td>
<td>100.00</td>
<td>IN \rightarrow Rather than</td>
</tr>
<tr>
<td>100.00</td>
<td>IN \rightarrow Regardless of</td>
<td>100.00</td>
<td>IN \rightarrow According to</td>
</tr>
</tbody>
</table>

Figure 8.9: Examples of rules extracted from the context-free grammar
8.6 About the Parser

The parser is a bottom-up chart parser. It works for both sentence and word lattice parsing. Every constituent or structure derived during parsing is recorded as an edge. Because a CNF grammar is used here, every edge represents a completed constituent. This property restricts the number of edges in the chart during parsing. Edges are organized as trees in which some parent edges may share the same child edge. In more detail, the data structure of an edge can be described as

```
label
rule_used_to_derive_it
children_list
parents_list
(start_position, end_position)
confidence_score
```

When an edge is created, those fields are filled. The label of an edge can be an English word, a part-of-speech tag, or a syntactic or semantic category. Except for those word edges that are loaded by the parser at startup, a new edge usually is created by merging two child edges, or by rewriting a child edge according to some grammar rule. `rule_used_to_derive_it` records which rule was used to derive this edge. `children_list` records the child edges from which this edge was derived. `parents_list` records all parent edges of an edge. The coordinate `(start_position, end_position)` is used to indicate the location of an edge. If the location of edge A is \((i,j)\) and the location of edge B is \((j+1,k)\), we say edge A and edge B are adjacent edges. Only adjacent edges can be merged according to some rule in the grammar. The `confidence_score` of a new edge is used to measure the likelihood of that edge. It is a summation of the confidence scores of the rule and of its child edges. Any tree can be
represented by its root node (which is an edge here).

Edges not only are organized as a forest according to their derivation relations, but also are organized as queues according to their locations. All edges, whose \((\text{start}\_\text{position}, \text{end}\_\text{position}) = (i, j)\), are linked together into a queue \(bin[i][j]\). All edges in a queue are sorted by their confidence scores from high to low. The data structure for \(bin[i][j]\) is

\[
\text{sorted}\_\text{list}\_\text{of}\_\text{edges}
\]
\[
\text{state}
\]
\[
\text{forbidden\_derivations\_list}
\]

The state of a bin can be either \text{ACTIVE} or \text{INACTIVE}. If a bin is marked \text{INACTIVE}, any edges in this bin will be ignored. The \text{forbidden\_derivations\_list} of a bin is a list which records which edges has been derived from the edges in this bin so that it can be used to avoid the same edge from being created more than once.

It is evident that if an edge \(A\) is in \(bin[i][j]\) and another edge \(B\) is in \(bin[j + 1][k]\), \(A\) and \(B\) are adjacent edges. If the length of the sentence to be parsed is \(n\), there will be \((n + 1)n/2\) bins. As we will show later, this type of organization is efficient for statistical parsing and for applying some simple constraints to reduce the search space.

There are 6 steps in the parser. They are:

1. Loading word sequence or word lattice;
2. Loading word tags;
3. Noun phrase parsing;
4. Marking some bins inactive;
5. Sentence parsing;
6. Checking chart to find a most preferred parse tree if it exists.

We will discuss these steps one by one.

Given a sequence of words \( w_0 w_1 \ldots w_{n-1} \), for example:

\[
\begin{array}{cccc}
\text{Fruit} & \text{flies} & \text{like} & \text{apples .} \\
0 & 1 & 3 & 4 & 5
\end{array}
\]

the parser will load the words by creating an edge for each word. The label of an edge is
the word. \( \text{rule_used_toderive_it} \) will be set to NIL. \( \text{children_list} \) and \( \text{parents_list} \) will also be
set to NIL. \( \text{confidence_score} \) will be initialized as 1.00 here. The coordinate \( (\text{start}\_\text{position},
\text{end}\_\text{position}) \) is used to indicate the position of an edge; here, it will be assigned by the
location of the word in the input word sequence to be parsed. For the word "Fruit," its
coordinates \( (\text{start}\_\text{position}, \text{end}\_\text{position}) \) will be \((0,0)\). In our parser, punctuation marks
are treated as individual English words.

Because the parser uses a lattice, it allows several words to have the same coordinate
\( (\text{start}\_\text{position}, \text{end}\_\text{position}) \). In this case, \( \text{confidence_score} \) will be set to the OCR con-
didence score of the word candidate. So you can see that our lattice parser is general regardless
of whether the input is a word sequence or OCR output.

After loading words, the parser loads all possible tags for each word edge. Those tag
edges are created as parents of the corresponding word edges. The confidence score for each
tag edge is the sum of the confidence scores of its child word edges and the probability of
the tag for the word which can be looked up in the lexicon. If a word is not in the lexicon,
the parser performs morphological analysis to guess its potential tags. For example, if the
unknown word begins with a digit, it will assumed to be \( \text{CD} \) (cardinal number); if it begins
with a capital letter, its tags will be assumed as \( \text{NNP} \) (proper noun) and \( \text{NN} \); if it ended
with "ed," its tags will be assumed as \( \text{VBD, VBN, and JJ} \). For those unknown words for
which the morphological analysis provides no hints, the parser assumes the potential tags are *NN, VB*, and *JJ*.

After loading words and tags, parsing begins. There are two stages of parsing: the first stage is *noun phrase parsing*; the second is *sentence parsing*. Between these two steps, there is a step to mark some bins inactive so that the search space can be reduced significantly. We will discuss that later. In the stage of noun phrase parsing, only a small subset of our grammar is used to derive all possible noun phrases. In the stage of sentence parsing, the whole grammar is used to further derive all possible parse trees. The parsing algorithm for both stages is described in Figure 8.10.

Here, in steps 5 and 6, the edges are enumerated from high confidence score to low confidence score according to the order of the edges in the *sorted list of edges* of bin. The edge which has a higher confidence score usually was generated earlier and will have higher priority to be used for further derivations.

When parsing is finished, the parser decides whether it failed by checking if there exists any edges with label "S" in bin[0][n – 1], where n is the length of the sentence. If parsing succeeds, it will print the parse tree represented by the "S" edge with highest confidence score. If the user asks for all possible complete parse trees, the parser will generate them in order of decreasing confidence score. If parsing fails, the parser will work as a partial parser and print parse trees for fragments of the input word sequence.

If the sentence to be parsed or to be recognized is long, for example more than 20 words, the number of possible parse trees will be large. To parse such sentences using an undirected bottom-up strategy is not practical because the number of edges created will be enormous and the time for parsing will be very long. To make the parser work efficiently in such cases, we developed several methods to reduce the search space.
Assumption: \( n \) is the length of the sentence; an edge is represented by its label.

1 \hspace{1em} \textbf{REPEAT} \\
2 \hspace{1em} \textbf{FOR} \( i = 0 \) \textbf{TO} \( n - 1 \) \textbf{DO} \\
3 \hspace{2em} \textbf{FOR} \( j = i \) \textbf{TO} \( n - 1 \) \textbf{DO} \\
4 \hspace{3em} \textbf{IF} (bin[i][j].\textit{state} == \textit{ACTIVE}) \\
5 \hspace{4em} \textbf{FOREACH} edge \( x \) in \( bin[i][j] \) \\
6 \hspace{5em} \textbf{IF} there exists rule "\( z \leftarrow x \)"
7 \hspace{6em} and it is not in forbidden list
8 \hspace{7em} \( s \leftarrow \) score of edge \( x \) + score of rule "\( z \leftarrow x \)"
9 \hspace{8em} \textbf{IF} there already exists an edge \( z \) in \( bin[i][j] \)
10 \hspace{9em} modify edge \( z \) if its score is lower than \( s \)
11 \hspace{8em} \textbf{ELSE}
12 \hspace{9em} create a new edge for \( z \) and insert it into \( bin[i][j] \)
13 \hspace{8em} insert "\( z \leftarrow x \)" into forbidden list of \( bin[i][j] \); \\
14 \hspace{1em} \textbf{FOR} \( k = j + 1 \) \textbf{TO} \( n - 1 \) \textbf{DO} \\
15 \hspace{2em} \textbf{FOR} \( m = k \) \textbf{TO} \( n - 1 \) \textbf{DO} \\
16 \hspace{3em} \textbf{IF} (bin[k][m].\textit{state} == \textit{ACTIVE}) \\
17 \hspace{4em} \textbf{FOREACH} edge \( y \) in \( bin[k][m] \) \\
18 \hspace{5em} \textbf{IF} there exists rule "\( z \leftarrow x \ y \)" and it is not in forbidden list
19 \hspace{6em} \( s \leftarrow \) score of edge \( x \) + score of edge \( y \)
20 \hspace{6em} + score of rule "\( z \leftarrow x \ y \)"
21 \hspace{7em} \textbf{IF} there already exists an edge \( z \) in \( bin[i][m] \)
22 \hspace{8em} modify the edge \( z \) if its score is lower than \( s \):
23 \hspace{8em} \textbf{ELSE}
24 \hspace{9em} create a new edge for \( z \) and insert it into \( bin[i][m] \)
25 \hspace{8em} insert "\( z \leftarrow x \ y \)" into forbidden list of \( bin[i][m] \); \\
26 \hspace{1em} \textbf{UNTIL} no more edge can be created or modified, or memory overflow

Figure 8.10: Algorithm for parsing
In the probabilistic parser, what we want to obtain is usually just the most preferred complete parse tree with the highest confidence score. Although sometimes a constituent (an edge with a specific label) can be derived in several different ways, what we have to keep is just the best one. In our parser, if two edges have the same label at the same location, only the one with the higher confidence score will be kept. The parsing algorithm above reflects this strategy. If the parser finds a better way to derive an existing edge, it will just modify the edge without creating a new one.

By observing the correct complete parse trees of several sentences, we found that some partial parse trees generated during parsing contribute nothing to the complete parse trees. Let's consider a sequence of words to be parsed

\[ w_0 \ldots w_{i-1} w_i w_{i+1} \ldots w_{n-1} \]

if \( w_i \) is the word “a” or “the,” any constituent beyond \( NP \) at location \((i + 1, j)\), where \( i < j < n \), is not useful because “a” or “the” works as glue closely sticking to the word or the word sequence following it. After noun phrase parsing, we can mark \( bin[i + 1][j] \) \textit{INACTIVE}, where \( i < j < n \), without any cost. Because the frequency of “a” and “the” in English text is quite high, many bins will be marked \textit{INACTIVE}. Because we have a special method to recognize the high frequency function words correctly, this constraint is still useful for lattice parsing.

Similarly, if a sequence of words to be parsed is

\[ w_0 \ldots w_{i-1} w_i w_{i+1} \ldots w_{j-1} w_j w_{j+1} \ldots w_{k-1} w_k w_{k+1} \ldots w_{n-1} \]

where \( w_i, w_j \) and \( w_k \) are the punctuation marks “,” (commas), \( bin[p,q] \) can be marked as \textit{INACTIVE}, where \( i + 1 < p < j - 1 \) and \( j + 1 < q < k - 1 \), because constituents in those bins usually cannot be involved in any complete parse trees with a high confidence score.

Therefore, after noun phrase parsing the parser will mark some bins \textit{INACTIVE} before continuing with sentence parsing.
For the example in Figure 8.8, after lattice parsing, the most preferred parse tree is shown in Figure 8.11.

As you can see, the position of the NP for "external security" in the parse tree is wrong. This is reasonable because the parser does not yet have a special facility for processing conjunctions.

The word candidates involved in this parse tree are selected as the final recognition result for the word images. In this example, they are correct (see Figure 8.12).

8.7 Experimental Results

We chose three texts from the Brown Corpus and two texts from the Penn Treebank as testing samples. The Brown Corpus is a collection of 500 samples of English texts, each of which contains approximately 2000 words [89]. A06 is a collection of six short articles from the Newark Evening News. G02 is from an article, "Toward a Concept of National Responsibility," from The Yale Review. J42 is from a book, "The Political Foundation of International Law." The text "t/t1" is from the file "treebank/postxt/t/t1" in the Penn Treebank. It was taken from "Library of America texts." The text w00 is a collection of articles from the "Wall Street Journal." Some further information about the sample articles is listed in Table 8.2.

First, the parser was applied to sentences from those articles. The results of parsing on the plain ASCII text are shown in Table 8.3. For 2835 out of 3354 sentences (84.5%), the parser generated at least one complete parse tree. We found that sentences without a complete parse tree contained some syntactic structures that were not covered by the grammar. Many of the failures were caused by quotations, constituent inversion, or a missing constituent. The parser generated partial parse trees for most of the sentences that were not parsed completely. We manually checked the most preferred parse trees generated
Figure 8.11: The most preferred parse tree for the word lattice
Figure 8.12: The words selected from the word lattice after lattice parsing

<table>
<thead>
<tr>
<th>Article</th>
<th>Num. of Words</th>
<th>Num. of Sentences</th>
<th>Average Length of Sentences</th>
<th>Maximal Length of Sentences</th>
</tr>
</thead>
<tbody>
<tr>
<td>A06</td>
<td>2213</td>
<td>88</td>
<td>25.1</td>
<td>70</td>
</tr>
<tr>
<td>G02</td>
<td>2267</td>
<td>88</td>
<td>25.7</td>
<td>68</td>
</tr>
<tr>
<td>J42</td>
<td>2269</td>
<td>91</td>
<td>24.9</td>
<td>71</td>
</tr>
<tr>
<td>t/t1</td>
<td>18047</td>
<td>1114</td>
<td>16.2</td>
<td>64</td>
</tr>
<tr>
<td>w00</td>
<td>45774</td>
<td>1973</td>
<td>23.2</td>
<td>67</td>
</tr>
<tr>
<td>total</td>
<td>70570</td>
<td>3354</td>
<td>21.0</td>
<td>71</td>
</tr>
</tbody>
</table>

Table 8.2: Information about the test samples
for the sentences from G02 to see whether they were correct. For 55 out of 71 sentences, the most preferred parse trees are basically correct if we ignore prepositional phrase attachment and conjunct scoping problems. For the remaining sentences from G02 with complete parse trees, the most preferred parse trees were partially correct. In Table. 8.3, the high standard deviation(σ) values show that the number of edges created, the parsing time, and the number of complete trees generated vary significantly from sentence to sentence.

<table>
<thead>
<tr>
<th>Article</th>
<th>Num. of Sentences</th>
<th>Num. of Sentences with Complete Parse Tree</th>
<th>Avg Num. of Edges Generated</th>
<th>Avg Time of Parsing (sec.)</th>
<th>Avg Num. of Complete Parse</th>
</tr>
</thead>
<tbody>
<tr>
<td>A06</td>
<td>88</td>
<td>72</td>
<td>2950</td>
<td>34.4</td>
<td>20.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>σ = 2484</td>
<td>σ = 45.8</td>
<td>σ = 58.0</td>
</tr>
<tr>
<td>G02</td>
<td>88</td>
<td>71</td>
<td>2461</td>
<td>27.2</td>
<td>34.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>σ = 3572</td>
<td>σ = 73.9</td>
<td>σ = 89.4</td>
</tr>
<tr>
<td>J42</td>
<td>91</td>
<td>62</td>
<td>1904</td>
<td>14.4</td>
<td>11.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>σ = 1664</td>
<td>σ = 17.4</td>
<td>σ = 20.6</td>
</tr>
<tr>
<td>t/t1</td>
<td>1114</td>
<td>981</td>
<td>1337</td>
<td>11.2</td>
<td>20.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>σ = 2469</td>
<td>σ = 40.8</td>
<td>σ = 270.5</td>
</tr>
<tr>
<td>w00</td>
<td>1973</td>
<td>1649</td>
<td>2772</td>
<td>57.3</td>
<td>32.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>σ = 3445</td>
<td>σ = 137.8</td>
<td>σ = 131.1</td>
</tr>
<tr>
<td>total</td>
<td>3354</td>
<td>2835 (84.5%)</td>
<td>2269</td>
<td>39.4</td>
<td>27.34</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>σ = 3168</td>
<td>σ = 111.4</td>
<td>σ = 188.8</td>
</tr>
</tbody>
</table>

Table 8.3: Results of sentence parsing

Next we used all the sentences from the three articles: A06, G02, and J42, to test the application of the parser to text recognition. After printing those sentences with ditroff in a 12 point font on paper using a laser printer, text images were created by digitizing the printouts. The text images were segmented into sentences, and further into word images. Using a word recognition program which is based on word shape analysis [55], the top ten word candidates were generated for each word image (for the frequent function words such as "a," "the" and "of," and punctuation marks, the recognizer generates just one word candidate).

The outline of word shape analysis algorithm is shown in Figure 2.3. The word shape
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analysis algorithm attempts to describe and compare the shape of the word as a whole object. Every word image is first partitioned into a fixed 4 x 10 grid to provide a frame of reference. Features that describe the details of the word shape are then extracted and their relative locations in the grid are recorded in a feature vector. The feature vector is matched to a large lexicon of words (with near 70,000 different word entries here) where each entry contains a similar feature vector for the corresponding word. Ten word candidates that produce the minimum distance to the input feature vector, are generated from the dictionary.

On average, there are 7.78 word candidates for each word image (see Table. 8.4). In this experiment, the probabilities of each word candidate being correct were assumed to be equal. The system (including the relaxation algorithm and parser) was used to select decisions from the top-10 choices. Because there are on average 7.78 word candidates for each word image, if we choose a word candidate by chance, the probability of correctness is about 13 percent.

<table>
<thead>
<tr>
<th>Article</th>
<th>Num. of Words</th>
<th>Num. of Sentences</th>
<th>Average Num. of Word Candidates per Word Image</th>
</tr>
</thead>
<tbody>
<tr>
<td>A06</td>
<td>2213</td>
<td>88</td>
<td>7.80</td>
</tr>
<tr>
<td>G02</td>
<td>2267</td>
<td>88</td>
<td>7.67</td>
</tr>
<tr>
<td>J42</td>
<td>2269</td>
<td>91</td>
<td>7.86</td>
</tr>
<tr>
<td>total</td>
<td>6749</td>
<td>267</td>
<td>7.78</td>
</tr>
</tbody>
</table>

Table 8.4: Word Recognition Result

The relaxation algorithm generates the two best choices for each word using word collocation constraints. Here, only collocation constraints for adjacent words are used. The data for word collocation constraints were collected by training on the Brown Corpus.

If we use word collocation data collected from the Brown Corpus and include the test articles, the performance of relaxation is about 98% correct (see Table. 8.5). Among 267 sentences, the parser produced at least one complete parse tree for 249 (93%) of them. After
relaxation, about 97.9% of the correct word candidates still remained in the top-2 lists. The parser selected word candidates from the top-2 correctly for 90.9% of the words and also provided a parse tree for further processing. The average time for parsing a sentence is less than four minutes while the average number of edges created in the parser is about 10,000.

<table>
<thead>
<tr>
<th>Article</th>
<th>Num. of Word Images</th>
<th>Num. of Corr. Candidates Remaining in top-2 After Relaxation</th>
<th>Num. of Corr. Candidates Selected After Parsing</th>
<th>Avg Num. of Edges Generated per Sentence</th>
<th>Avg Time of Parsing per Sentence (sec.)</th>
<th>Avg Num. of Complete Parses per Sentence</th>
</tr>
</thead>
<tbody>
<tr>
<td>A06</td>
<td>2213</td>
<td>2187 (98.8%)</td>
<td>2078 (93.9%)</td>
<td>9751 (σ = 8557)</td>
<td>289.3 (σ = 361.5)</td>
<td>110.9 (σ = 276)</td>
</tr>
<tr>
<td>G02</td>
<td>2267</td>
<td>2195 (96.8%)</td>
<td>2030 (89.5%)</td>
<td>9243 (σ = 11604)</td>
<td>145.3 (σ = 215.4)</td>
<td>356.0 (σ = 980)</td>
</tr>
<tr>
<td>J42</td>
<td>2269</td>
<td>2230 (98.2%)</td>
<td>2030 (89.5%)</td>
<td>11578 (σ = 13874)</td>
<td>191.6 (σ = 224.9)</td>
<td>282.7 (σ = 715)</td>
</tr>
<tr>
<td>total</td>
<td>6749</td>
<td>6614 (97.9%)</td>
<td>6138 (90.9%)</td>
<td>10206 (σ = 11624)</td>
<td>208.5 (σ = 286.4)</td>
<td>252.8 (σ = 733)</td>
</tr>
</tbody>
</table>

Table 8.5: Result of Word Lattice Parsing (using whole Brown Corpus as Training Data)

If we use word collocation data collected from all the articles in the Brown Corpus except the test articles, the performance of the parser drops (see Table. 8.6). The overall correct rate of relaxation is 86.4% and the parser correctly selects 77.6% of the words. The reason for the drop is that the relaxation algorithm did not have as reliable collocation data as before. This result suggests that the training corpus is not large enough.

<table>
<thead>
<tr>
<th>Article</th>
<th>Num. of Word Images</th>
<th>Num. of Corr. Candidates Remaining in top-2 After Relaxation</th>
<th>Num. of Corr. Candidates Selected After Parsing</th>
<th>Avg Num. of Edges Generated per Sentence</th>
<th>Avg Time of Parsing per Sentence (sec.)</th>
<th>Avg Num. of Complete Parses per Sentence</th>
</tr>
</thead>
<tbody>
<tr>
<td>A06</td>
<td>2213</td>
<td>1861 (84.1%)</td>
<td>1718 (77.6%)</td>
<td>9985 (σ = 9302)</td>
<td>265.1 (σ = 379.3)</td>
<td>108.6 (σ = 273)</td>
</tr>
<tr>
<td>G02</td>
<td>2267</td>
<td>2004 (88.4%)</td>
<td>1800 (79.4%)</td>
<td>9139 (σ = 11488)</td>
<td>142.1 (σ = 200.6)</td>
<td>323.2 (σ = 868)</td>
</tr>
<tr>
<td>J42</td>
<td>2269</td>
<td>1972 (86.9%)</td>
<td>1723 (75.9%)</td>
<td>11701 (σ = 13943)</td>
<td>193.2 (σ = 249.4)</td>
<td>287.9 (σ = 785)</td>
</tr>
<tr>
<td>total</td>
<td>6749</td>
<td>5837 (86.4%)</td>
<td>5241 (77.6%)</td>
<td>10291 (σ = 11808)</td>
<td>200.0 (σ = 290.5)</td>
<td>241.6 (σ = 704)</td>
</tr>
</tbody>
</table>

Table 8.6: Result of Word Lattice Parsing (using all texts in Brown Corpus except A06, G02 and J42 as Training Data)

We further extended the training set to all the "Wall Street Journal" texts (with over
two million words) in the Penn Treebank. By using the new word collocation data, the overall performance of the parser improved by about 2% (see Table. 8.7). If we collect word collocation data by training on larger corpora, performance should improve further.

<table>
<thead>
<tr>
<th>Article</th>
<th>Num. of Word Images</th>
<th>Num. of Corr. Candidates Remaining in top-2 After Relaxation</th>
<th>Num. of Corr. Candidates Selected After Parsing</th>
<th>Avg Num. of Edges Generated per Sentence</th>
<th>Avg Time of Parsing per Sentence (sec.)</th>
<th>Avg Num. of Complete Parses per Sentence</th>
</tr>
</thead>
<tbody>
<tr>
<td>A06</td>
<td>2213</td>
<td>1959 (88.5%)</td>
<td>1807 (81.2%)</td>
<td>9998</td>
<td>213.1</td>
<td>82.9</td>
</tr>
<tr>
<td>G02</td>
<td>2267</td>
<td>2003 (88.4%)</td>
<td>1791 (79.0%)</td>
<td>9326</td>
<td>140.3</td>
<td>337.1</td>
</tr>
<tr>
<td>J42</td>
<td>2269</td>
<td>2020 (89.0%)</td>
<td>1754 (77.3%)</td>
<td>11695</td>
<td>232.2</td>
<td>291.8</td>
</tr>
<tr>
<td>total</td>
<td>6749</td>
<td>6982 (88.6%)</td>
<td>5352 (79.3%)</td>
<td>10355</td>
<td>195.6</td>
<td>239.5</td>
</tr>
</tbody>
</table>

Table 8.7: Result of Word Lattice Parsing (using all texts in Brown Corpus except A06, G02 and J42 plus all “Wall Street Journal” texts in Treebank as Training Data)

8.8 Conclusions and Further Directions

In this chapter, we described an experimental approach to using language syntax to post-process word recognition results. Word candidate selection is formalized as a lattice parsing task. A probabilistic lattice chart parser has been designed. A large-scale English lexicon and a broad-coverage English grammar have been edited manually for unrestricted English text processing. Because syntactic constraints sometimes are not strict enough to choose among competitive candidates which are from the same syntactic category and lattice parsing is computationally expensive if the number of candidates for a word image is high, the word collocation constraint is applied to improve the quality of the top choices and to reduce the number of candidates before lattice parsing. The integration of the approaches of structural analysis and statistical language models provides a way to overcome the limitations of each approach.

There are several directions to make lattice parsing more practical and to improve its
performance. Better parsing schema, a more realistic English grammar and richer English lexicon, can be used. More complete and balanced word collocation data can also be applied to the task by training on larger English text corpora. In the current lattice parser, only linguistic constraints are utilized. Other contextual constraints, such as visual inter-word relations, can also be integrated.
Chapter 9

Integrating Visual and Linguistic Constraints for Candidate Selection

In previous chapters, visual inter-word constraints were studied for OCR postprocessing, and linguistic constraints were studied for word candidate selection. In this chapter, we will focus on the integration those two types of contextual constraints to achieve better performance in candidate selection. Two experiments are reported in this chapter. In the first experiment, the word-collocation-based relaxation algorithm proposed in Chapter 7 is augmented with image equivalence constraints in order to achieve better performance. In the second experiment, a procedure in which image-based contextual analysis and language-model-based analysis proposed separately in previous chapters are combined, is designed and tested to demonstrate the integrated approach.

9.1 Introduction

A word image from a degraded text page may have touching, broken, distorted or blurred characters, which may make the word image difficult to recognize accurately. After character recognition and correction based on dictionary look-up, a word recognizer will provide one
or more word candidates for each word image. Each word candidate has a confidence score, but the score may not be reliable because of noise. The correct word candidate is usually in the candidate set, but may not be the candidate with the highest confidence score. Instead of simply picking the candidate with the highest recognition score, which may make the correct rate quite low, we need to find a method which can select a candidate for each word image so that the correct rate can be as high as possible.

Linguistic knowledge can be used to select a decision word for each word image in its context. Currently, there are two approaches, the statistical approach and the structural approach, towards the problem of candidate selection. In the statistical approach, language models such as a Hidden Markov Model and word collocation can be utilized for candidate selection [26, 58, 70]. In the structural approach, lattice parsing techniques have been developed for candidate selection [62, 152].

The contextual constraints considered in a statistical language model, such as word collocation, are local constraints. For a word image, a candidate will be selected according to the candidate information from its neighboring word images in a fixed window size. The window size is usually set as one or two. In the lattice parsing method, a grammar is used to select a candidate for each word image inside a sentence so that the sequence of the selected candidates forms a grammatical and meaningful sentence.

Visual inter-word relations can be used as global constraints in the process of word image interpretation. It is not surprising that word relations at the image level are highly consistent with word relations at the symbolic level (see Table 4.1). If two words hold a relation at the symbolic level and they are written in the same font and size, their word images should keep the same relation at the image level. And also, if two word images hold a relation at the image level, the truth values of the word images should have the same relation at the symbolic level. In Figure 4.2, for example, word images 2 and 8 must be
recognized as the same word because they can match each other; the identity of image 5
must be a sub-string of the identity of image 6 because image 5 can match with a part of
image 6; and so on.

Candidate selection can be viewed as a constraint satisfaction problem. Here, we have
two distinct types of constraints to be considered: visual constraints and linguistic con-
straints. Intuitively, as shown above, their integration is promising.

9.2 Relaxation with Word Collocation and Image Equiva-
ience Constraints

Word collocation can be considered as the constraint on candidate selection so that word
candidate selection problem can be formalized as an instance of a constraint satisfaction
problem. Relaxation is a typical solution for constraint satisfaction problems. Therefore, a
relaxation-based algorithm was proposed in Chapter 7 for the task of candidate selection.
Figure 9.1 shows a lattice which is the word recognition for two English sentences. Figure 9.2
is the lattice for those sentences after applying the relaxation algorithm.

Because the window size of word collocation is usually small, word collocation is a local
constraint. Because word collocation is statistical data trained from text corpora, it usually
is incomplete and unbalanced. Those properties limit the effect of word collocation for
candidate selection. By analyzing the behavior of the algorithm, three types of errors were
identified:

1. The local context can not provide enough information to distinguish the competitive
candidates; For example, it is hard to select the candidate “farm” or “form” correctly
in the sentence, “This [farm/form] is almost the same as that one” because they both
fit the local context.
2. Word collocation data trained from corpora is not complete so that it does not include the statistical data needed to select candidate correctly; For example, the algorithm may not choose the correct candidate "duckling" in the sentence, "He was once an ugly [duckling/ducking]," because there is no collocation data available about the word pair (ugly, duckling).

3. Word collocation data trained from unbalanced corpora may be biased. For example, in the sentence "This [farm/form] is almost the same as that one," where "farm" is the correct choice, "form" may be preferred wrongly because word collocation data from corpora shows that the collocation of "(This, form)" is much stronger than that of "(This, farm)."

In summary, as statistical data, word collocation represents local constraints which might not be sufficient for the relaxation algorithm to select candidates with high accuracy. To improve the performance of the algorithm, it is desirable to introduce other more global constraints. Intuitively, visual inter-word relations are such a global constraint. For example, suppose we know that images 4 and 11 in Figure 9.1 are visually equivalent. Figure 9.3 shows the lattice after integrating the confidence score of each candidate for images 4 and 11. After integration, images 4 and 11 are interpreted consistently as the same word.

In the rest of this section, we will exploit only the equivalence relation listed in Figure 4.1 and focus on its role in the relaxation algorithm as a global constraint.

In a normal English text, there are many occurrences of the same words. Language statistics indicate that function words such as "the," "of," "to" and "and" account for about 30 percent of words in a English text [89]. Those words which are related to the topics of the text usually also appear with high frequency inside the text. Usually, the main body of a text is prepared in the same font type. Therefore, different occurrences of the same word can be visually similar even if the text image is degraded.
Figure 9.1: Word candidate sets of two example sentences: "They sell their farm products in the market. This farm is almost the same as that one."
Sentence 1

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>top1</td>
<td>They sell their farm products in the <strong>market</strong> .</td>
<td>0.99</td>
<td>0.97</td>
<td>0.76</td>
<td>0.80</td>
<td>0.89</td>
<td>0.95</td>
<td>0.99</td>
<td>0.87</td>
</tr>
<tr>
<td>top2</td>
<td>soil them force produced In <strong>matter</strong></td>
<td>0.03</td>
<td>0.05</td>
<td>0.15</td>
<td>0.06</td>
<td>0.04</td>
<td>0.09</td>
<td></td>
<td></td>
</tr>
<tr>
<td>top3</td>
<td>theft form producer <strong>mother</strong></td>
<td>0.06</td>
<td>0.03</td>
<td>0.03</td>
<td></td>
<td>0.03</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>top4</td>
<td>chair foam produces</td>
<td>0.05</td>
<td>0.02</td>
<td>0.02</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Sentence 2

<table>
<thead>
<tr>
<th></th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
<th>17</th>
<th>18</th>
<th>19</th>
</tr>
</thead>
<tbody>
<tr>
<td>top1</td>
<td>This form is almost the same as that one .</td>
<td>0.99</td>
<td>0.35</td>
<td>0.99</td>
<td>0.98</td>
<td>0.99</td>
<td>0.73</td>
<td>0.99</td>
<td>1.00</td>
<td>0.99</td>
</tr>
<tr>
<td>top2</td>
<td>force somber came</td>
<td>0.32</td>
<td>0.01</td>
<td></td>
<td>0.19</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>top3</td>
<td>farm some</td>
<td>0.24</td>
<td>0.04</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>top4</td>
<td>foam score</td>
<td>0.09</td>
<td>0.03</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 9.2: Word lattice of the example sentences after relaxation and removal of candidates with low confidence
Sentence 1

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>top1</td>
<td>They</td>
<td>sell</td>
<td>their</td>
<td>farm</td>
<td>products</td>
<td>in</td>
<td>the</td>
<td>market</td>
<td>.</td>
</tr>
<tr>
<td></td>
<td>0.99</td>
<td>0.97</td>
<td>0.76</td>
<td>0.52</td>
<td>0.89</td>
<td>0.95</td>
<td>0.99</td>
<td>0.87</td>
<td>1.00</td>
</tr>
<tr>
<td>top2</td>
<td>soil</td>
<td>them</td>
<td>force</td>
<td>produced</td>
<td>In</td>
<td>matter</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.03</td>
<td>0.05</td>
<td>0.24</td>
<td>0.06</td>
<td>0.04</td>
<td>0.09</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>top3</td>
<td>theft</td>
<td>form</td>
<td>producer</td>
<td></td>
<td>mother</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.05</td>
<td>0.19</td>
<td>0.03</td>
<td></td>
<td>0.03</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>top4</td>
<td>chair</td>
<td>foam</td>
<td>produces</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.05</td>
<td>0.05</td>
<td>0.02</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Sentence 2

<table>
<thead>
<tr>
<th></th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
<th>17</th>
<th>18</th>
<th>19</th>
</tr>
</thead>
<tbody>
<tr>
<td>top1</td>
<td>This</td>
<td>farm is</td>
<td>almost</td>
<td>the same</td>
<td>as</td>
<td>that</td>
<td>one</td>
<td>.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.99</td>
<td>0.52</td>
<td>0.99</td>
<td>0.98</td>
<td>0.99</td>
<td>0.73</td>
<td>0.99</td>
<td>1.00</td>
<td>0.99</td>
<td>1.00</td>
</tr>
<tr>
<td>top2</td>
<td>force</td>
<td>number</td>
<td>came</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.24</td>
<td>0.01</td>
<td>0.19</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>top3</td>
<td>form</td>
<td>some</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.19</td>
<td>0.04</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>top4</td>
<td>foam</td>
<td>score</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.05</td>
<td>0.03</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 9.3: Word lattice of the example sentences after using visual context (assuming that images 4 and 11 are visually equivalent)
If two word images are detected as visually equivalent, they hold the equivalence relation. Given a text page, all word images can be extracted after layout analysis. The word image clustering algorithm described in Chapter 4 can be applied to identify visual equivalence relations among words in the text page.

9.2.1 Relaxation Augmented with Image Equivalence Constraints

Figure 9.4 is the description of the relaxation algorithm which integrates word collocation and visual inter-word constraints for candidate selection in text recognition. Given a sequence of word images from a text page, the algorithm outputs a decision for each image. The first step of the algorithm is word image clustering in order to find all possible visual equivalence relations. For each cluster, an image prototype is generated to represent images in the cluster. A word recognizer is then applied on the prototype of each cluster to generate a set of word candidates. Each word image inside a cluster inherits the candidate set of the cluster. For each candidate, there is a probabilistic score which indicates the confidence of the recognizer in the candidate. Because of the noise inside the image, the score is not necessarily reliable. After an iteration of relaxation, probabilistic scores of candidates of an image are upgraded based on word collocation data. The probabilistic scores of the candidates of a cluster is upgraded by summing up the probabilistic scores of the word images inside the cluster. Then the candidates of each cluster are sorted in decreasing order of confidence value. Next, each word image inherits its candidate set from the cluster it belongs to. When there is no significant change in confidence scores, the relaxation stops. The top candidate of each word image is selected as the decision.

9.2.2 Experiments and Analysis

Five articles from the Brown Corpus were selected as testing samples. They are A06, G02, J42, N01 and R07. Each text has about 2000 words. There are a total of 11,402 words in
INPUT: A sequence of word images \( W[i], i = 1, 2, \ldots, n \), which are extracted from a text page.
OUTPUT: \( W[i] \) decision, for each \( i = 1, 2, \ldots, n \)

/*Word Image Clustering*/
ClusterList = Ø;
FOR \( i = 1 \) to \( n \) DO
    FoundMatch = FALSE;
    FOR each cluster \( C[j] \) in ClusterList DO
        IF \((DistanceOfImage(W[i] image, C[j] prototype) < threshold)\)
            \( W[i].ClusterIndex \) = \( j \);
            \( W[i] \) ClusterList = \( C[j] \) ClusterList ∪ \( W[i] \).
            FoundMatch = TRUE;
    IF (FoundMatch == FALSE)
        Create a new cluster \( C[k] \):
        \( W[i] \) ClusterList = \{ \( W[i] \) \}:
        \( W[i] \) ClusterIndex = \( k \):
        ClusterList = ClusterList ∪ \( C[k] \);
/*Isolated Word Recognition - Candidate Generation*/
FOR each cluster \( C[j] \) in ClusterList DO
    \( C[j] \) CandidateList = WordRecognition(\( C[j] \) prototype):
    Sort candidates in \( C[j] \) CandidateList in decreasing order;
IterationCount = 0;
REPEAT
    IterationCount = IterationCount + 1:
    /* Generate Word Lattice * /
    FOR each word image \( W[i] \) DO
        \( W[i] \) CandidateList = \( C[W[i] ClusterIndex] \) CandidateList:
/* Compute New Confidence Scores For Candidates Of Word Images */
    FOR each word image \( W[i] \) DO
        FOR each word candidate \( w[m] \) in \( W[i] \) CandidateList DO
            Upgrade \( w[m] \) prob by using word collocation;
/* Compute New Confidence Scores For Candidates Of Clusters */
    FOR each cluster \( C[j] \) in ClusterList DO
        FOR each candidate \( c[n] \) in \( C[j] \) CandidateList DO
            \( c[n] \) prob = 0.0:
            FOR each word image \( W[i] \) in \( C[j] \) ImageList DO
                FOR each word candidate \( w[m] \) in \( W[i] \) CandidateList DO
                    IF \((c[n] . string == w[m] . string)\)
                        \( c[n] \) prob = \( c[n] \) prob + \( w[m] \) prob;
            Sort candidates in \( C[j] \) CandidateList in decreasing order;
    UNTIL probabilistic scores of word candidates become stable;
/* Generate Word Lattice */
    FOR each word image \( W[i] \) DO
        \( W[i] \) CandidateList = \( C[W[i] ClusterIndex] \) CandidateList:
/* Select Best Candidate */
    FOR each word image \( W[i] \) DO
        \( W[i] \) decision = CandidateWithHighestScore(\( W[i] \) CandidateList);
END

Figure 9.4: Relaxation algorithm
those testing samples (see Table 9.1). For each word in those texts, the top 10 word candidate lists were generated. The dictionary size is about 70,000. We simulated performance on highly degraded text. The performance model used here has top 1 correct rate of around 55%.

The word collocation data we used was trained on the Penn Treebank and the Brown Corpus after removing the five training samples from the Brown Corpus. The Brown corpus is divided into 500 samples of approximately 2000 words each [89]. The part of the Penn Treebank used here is the collection of articles from the Wall Street Journal that contains three million words. We used the frequency of a word pair to measure its collocation strength. There are a total of 1,200,000 word pairs after training.

We also simulated the best performance of word image clustering so that all images with the same truth value are placed in the same cluster. Table 9.2 lists the top 20 largest clusters for each article.

<table>
<thead>
<tr>
<th>Article</th>
<th>Number Of Words</th>
<th>Number Of Different Words</th>
<th>Number Of Words Which Occur More Than Once</th>
</tr>
</thead>
<tbody>
<tr>
<td>A06</td>
<td>2213</td>
<td>788</td>
<td>245</td>
</tr>
<tr>
<td>G02</td>
<td>2267</td>
<td>787</td>
<td>238</td>
</tr>
<tr>
<td>J42</td>
<td>2269</td>
<td>712</td>
<td>257</td>
</tr>
<tr>
<td>N01</td>
<td>2313</td>
<td>628</td>
<td>265</td>
</tr>
<tr>
<td>R07</td>
<td>2340</td>
<td>680</td>
<td>252</td>
</tr>
</tbody>
</table>

Table 9.1: Information About Testing Samples

The result of applying the original relaxation algorithm to the noisy text images is shown in Table 9.3. The top 1 correct rate of isolated word recognition is as low as 57%. Relaxation based on word collocation can improve the top 1 correct rate to 83%. After integrating word collocation and visual constraints, the correct rate of the first choice can be further improved to 88%. There is a 5% improvement by introducing visual contextual constraints. Here, testing samples were not used to train word collocation data. We also
<p>| | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>freq</td>
<td>word</td>
<td>freq</td>
<td>word</td>
<td>freq</td>
<td>word</td>
</tr>
<tr>
<td>150</td>
<td>the</td>
<td>184</td>
<td>the</td>
<td>145</td>
<td>the</td>
</tr>
<tr>
<td>87</td>
<td>.</td>
<td>115</td>
<td>of</td>
<td>116</td>
<td>.</td>
</tr>
<tr>
<td>86</td>
<td>.</td>
<td>109</td>
<td>99</td>
<td>90</td>
<td>of</td>
</tr>
<tr>
<td>77</td>
<td>of</td>
<td>83</td>
<td>75</td>
<td>73</td>
<td>he</td>
</tr>
<tr>
<td>53</td>
<td>a</td>
<td>55</td>
<td>to</td>
<td>68</td>
<td>to</td>
</tr>
<tr>
<td>52</td>
<td>to</td>
<td>50</td>
<td>in</td>
<td>66</td>
<td>and</td>
</tr>
<tr>
<td>43</td>
<td>in</td>
<td>46</td>
<td>and</td>
<td>53</td>
<td>was</td>
</tr>
<tr>
<td>37</td>
<td>and</td>
<td>42</td>
<td>a</td>
<td>48</td>
<td>law</td>
</tr>
<tr>
<td>33</td>
<td>he</td>
<td>40</td>
<td>is</td>
<td>44</td>
<td>in</td>
</tr>
<tr>
<td>31</td>
<td>for</td>
<td>30</td>
<td>that</td>
<td>36</td>
<td>a</td>
</tr>
<tr>
<td>28</td>
<td>is</td>
<td>26</td>
<td>it</td>
<td>25</td>
<td>as</td>
</tr>
<tr>
<td>26</td>
<td>said</td>
<td>21</td>
<td>for</td>
<td>23</td>
<td>that</td>
</tr>
<tr>
<td>23</td>
<td>state</td>
<td>21</td>
<td>was</td>
<td>22</td>
<td>it</td>
</tr>
<tr>
<td>19</td>
<td>on</td>
<td>18</td>
<td>responsiblity</td>
<td>20</td>
<td>by</td>
</tr>
<tr>
<td>18</td>
<td>that</td>
<td>17</td>
<td>as</td>
<td>20</td>
<td>interantional</td>
</tr>
<tr>
<td>16</td>
<td>Republican</td>
<td>16</td>
<td>20</td>
<td>with</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>will</td>
<td>16</td>
<td>by</td>
<td>19</td>
<td>were</td>
</tr>
<tr>
<td>15</td>
<td>by</td>
<td>13</td>
<td>has</td>
<td>16</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>his</td>
<td>13</td>
<td>which</td>
<td>16</td>
<td>this</td>
</tr>
<tr>
<td>15</td>
<td>with</td>
<td>12</td>
<td>national</td>
<td>15</td>
<td>be</td>
</tr>
</tbody>
</table>

Table 9.2: Top20 Most Frequent Words In Testing Articles
ran the algorithm on the testing samples by using word collocation data which includes the samples for training. In this ideal case, relaxation based on word collocation improves the top1 correct rate to 91.08%. After integrating word collocation and visual constraints, the correct rate of the top1 is 93.69%.

<table>
<thead>
<tr>
<th>Article</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>A06</td>
<td>55.82%</td>
<td>77.77%</td>
<td>88.75%</td>
<td>90.78%</td>
<td>92.91%</td>
<td>93.99%</td>
<td>94.89%</td>
<td>97.29%</td>
<td>98.43%</td>
<td>100%</td>
</tr>
<tr>
<td>G02</td>
<td>67.71%</td>
<td>83.90%</td>
<td>90.03%</td>
<td>92.19%</td>
<td>93.74%</td>
<td>95.41%</td>
<td>96.29%</td>
<td>97.79%</td>
<td>99.12%</td>
<td>100%</td>
</tr>
<tr>
<td>J42</td>
<td>54.52%</td>
<td>79.73%</td>
<td>87.09%</td>
<td>89.33%</td>
<td>91.19%</td>
<td>92.60%</td>
<td>93.36%</td>
<td>94.36%</td>
<td>99.03%</td>
<td>100%</td>
</tr>
<tr>
<td>N01</td>
<td>57.33%</td>
<td>82.53%</td>
<td>90.66%</td>
<td>91.83%</td>
<td>92.85%</td>
<td>93.17%</td>
<td>93.82%</td>
<td>95.16%</td>
<td>97.71%</td>
<td>100%</td>
</tr>
<tr>
<td>R07</td>
<td>52.22%</td>
<td>68.68%</td>
<td>81.20%</td>
<td>85.00%</td>
<td>91.32%</td>
<td>92.74%</td>
<td>94.66%</td>
<td>95.17%</td>
<td>96.71%</td>
<td>100%</td>
</tr>
<tr>
<td>Total</td>
<td>57.10%</td>
<td>78.47%</td>
<td>87.51%</td>
<td>89.79%</td>
<td>92.47%</td>
<td>93.57%</td>
<td>94.59%</td>
<td>95.93%</td>
<td>98.16%</td>
<td>100%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Article</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Relaxation without using visual inter-word constraints(10 iterations)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A06</td>
<td>83.15%</td>
<td>92.86%</td>
<td>97.06%</td>
<td>97.88%</td>
<td>98.73%</td>
<td>99.14%</td>
<td>99.46%</td>
<td>99.59%</td>
<td>99.68%</td>
<td>100%</td>
</tr>
<tr>
<td>G02</td>
<td>83.81%</td>
<td>92.94%</td>
<td>96.16%</td>
<td>97.40%</td>
<td>98.72%</td>
<td>99.25%</td>
<td>99.51%</td>
<td>99.78%</td>
<td>99.87%</td>
<td>100%</td>
</tr>
<tr>
<td>J42</td>
<td>83.65%</td>
<td>93.08%</td>
<td>96.74%</td>
<td>97.97%</td>
<td>98.55%</td>
<td>99.07%</td>
<td>99.38%</td>
<td>99.43%</td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td>N01</td>
<td>82.71%</td>
<td>93.51%</td>
<td>96.93%</td>
<td>98.36%</td>
<td>99.99%</td>
<td>99.35%</td>
<td>99.61%</td>
<td>99.87%</td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td>R07</td>
<td>82.69%</td>
<td>92.56%</td>
<td>95.51%</td>
<td>96.58%</td>
<td>97.99%</td>
<td>98.59%</td>
<td>99.15%</td>
<td>99.40%</td>
<td>99.70%</td>
<td>100%</td>
</tr>
<tr>
<td>Total</td>
<td>83.19%</td>
<td>92.99%</td>
<td>96.47%</td>
<td>97.63%</td>
<td>98.61%</td>
<td>99.07%</td>
<td>99.42%</td>
<td>99.61%</td>
<td>99.85%</td>
<td>100%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Article</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Relaxation using visual inter-word constraints(10 iterations)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A06</td>
<td>88.52%</td>
<td>95.30%</td>
<td>97.47%</td>
<td>98.55%</td>
<td>99.01%</td>
<td>99.14%</td>
<td>99.19%</td>
<td>99.32%</td>
<td>99.41%</td>
<td>100%</td>
</tr>
<tr>
<td>G02</td>
<td>87.87%</td>
<td>94.40%</td>
<td>96.69%</td>
<td>97.88%</td>
<td>98.59%</td>
<td>98.94%</td>
<td>99.12%</td>
<td>99.16%</td>
<td>99.21%</td>
<td>100%</td>
</tr>
<tr>
<td>J42</td>
<td>89.51%</td>
<td>95.37%</td>
<td>98.10%</td>
<td>98.94%</td>
<td>99.16%</td>
<td>99.38%</td>
<td>99.56%</td>
<td>99.56%</td>
<td>99.55%</td>
<td>100%</td>
</tr>
<tr>
<td>N01</td>
<td>87.12%</td>
<td>95.03%</td>
<td>98.10%</td>
<td>99.09%</td>
<td>99.52%</td>
<td>99.65%</td>
<td>99.70%</td>
<td>99.74%</td>
<td>99.74%</td>
<td>100%</td>
</tr>
<tr>
<td>R07</td>
<td>88.16%</td>
<td>94.87%</td>
<td>96.54%</td>
<td>97.69%</td>
<td>98.29%</td>
<td>98.72%</td>
<td>98.85%</td>
<td>99.02%</td>
<td>99.06%</td>
<td>100%</td>
</tr>
<tr>
<td>Total</td>
<td>88.22%</td>
<td>94.99%</td>
<td>97.37%</td>
<td>98.42%</td>
<td>98.91%</td>
<td>99.16%</td>
<td>99.28%</td>
<td>99.35%</td>
<td>99.39%</td>
<td>100%</td>
</tr>
</tbody>
</table>

Table 9.3: Relaxation Results

9.2.3 Discussion

Based on word candidates provided by an isolated-word recognizer for each word image, high-level knowledge sources can be applied to select a candidate for each word image. A word-collocation-based relaxation algorithm was proposed for this task. Word collocation is a local statistical constraint, which sometimes is not sufficient to distinguish among candidates. To make candidate selection more accurate, the visual equivalence constraint has been investigated. Visual inter-word relations provide a way to link word images in the text and to interpret them systematically. A modified relaxation algorithm in which
word collocation and visual constraints are integrated was designed. Experimental results showed that the modified algorithm improved performance.

9.3 Word Candidate Selection Using Visual and Linguistic Constraints

In the previous section we reported experiments that used image equivalence constraints within the word-collocation-based relaxation algorithm. The results demonstrated that by integrating visual and linguistic constraints, text recognition on degraded documents can be improved more than if just linguistic constraints were used.

In this section, we will extend the approach. Different types of visual inter-word relations are considered. The focus of this work is on using these two constraints extensively and effectively.

Given a sequence of word images, it is very time-consuming to compute all possible visual inter-word relations directly by image matching. Under such an image-driven approach, every two images have to be compared to see if they have the visual inter-word relations defined in Table 4.1. A more efficient approach is to compute visual inter-word relations using the "symbolically-driven" approach.

Given a sequence of word images, after running a word recognition algorithm, a list of word candidates is generated for each image. Those word candidates are hypotheses for the interpretation of the images. By analyzing the inter-word relations between two word candidates at the string level, hypotheses about visual relations are generated. Given a visual relation hypothesis, it is then tested by image matching. In such a way, we can avoid exhaustive search at the image level but still find a set of visual inter-word relations. Those visual inter-word relations can be used to reduce the size of candidate lists or to select a candidate as the decision for those related word images.
For word images at different positions in a text page, the difficulty of choosing a decision word from the candidate list varies significantly. There are two major factors which contribute to the difficulty of candidate selection:

1. local linguistic context;

2. the competition among words in the candidate list for the position.

Our previous experiments on a word-collocation-based relaxation algorithm showed that a large portion of word images (about 40% of the words in a text) can be located and the correct rate of candidate selection is very high (over 99%) for that portion, although the accuracy of the algorithm on the whole page is only about 85%. To improve the overall performance, instead of applying the same techniques uniformly on all word images we apply different techniques progressively to different word images. Such a "divide-and-conquer" strategy is important not only for accuracy considerations but also for efficiency. Another characteristic of such a strategy is its adaptability. For those word images for which it is easy to determine decisions with high confidence, the decisions can be used to improve results on other images.

9.3.1 A Procedure to Integrate Visual and Linguistic Constraints

Here, we propose a procedure for word candidate selection by exploiting visual and linguistic constraints. Given a sequence of word images extracted from a document page, the steps of the recognition procedure are described below (also see Figure 9.5):

- **Step 1—Word Recognition**: Apply a word recognition algorithm to generate a candidate list for each word image; The word recognition algorithm can be an OCR with dictionary-based postprocessing, or a word-shape-analysis algorithm. For each word image, a list of word candidates (for example, the top10 list) is provided. Each
candidate has a confidence score. Candidates are ranked by their confidence scores inside the list.

- **Step 2–Word Image Clustering:** Cluster word images based on their visual equivalence; By image matching, word images which are almost equivalent can be grouped. Images from the same cluster hold the type one (equivalence) inter-word relations in Table 4.1.

- **Step 3–Word-Collocation-Based Relaxation:** Apply a word-collocation-based relaxation algorithm to re-evaluate confidence scores of candidates and to re-rank candidates by their new confidence scores inside a candidate list.

- **Step 4–Candidate Filtering:** Remove those candidates with very low confidence for each word image; After word-collocation-based relaxation, the confidence score of a word candidate is adjusted by considering whether it fits its local linguistic context. The summation of confidence scores of all candidates for a word image is equal to 1.0. If the confidence score of a candidate becomes very low, it usually means that the candidate does not make sense in its local linguistic context and there exists one or more other competitive candidates which have high confidence. In this case, the candidate with low confidence can be deleted from the candidate list without taking too much risk.

- **Step 5–Candidate Evaluation with Image Equivalence Constraints:** Adjust confidence scores of word candidates using image equivalence constraints; For those word images in the same cluster, the configurations of candidate lists should be consistent because they are visually equivalent images. Visually equivalent images are instances of the same word which occur in different parts of a text. However, after word-collocation-based relaxation, configurations of candidate lists of visually equivalent images usually become different. For example, given two images which are
visually equivalent, the most preferred candidate for one word image may be quite different from that of another word image because their linguistic contexts are different. This kind of inconsistency can be detected and alleviated by using image equivalence constraints.

- **Step 6—Visual Relation Hypothesis Generation**: Generate hypotheses of visual inter-word relations by analyzing possible symbolic relations between word candidates for different word images (see Figure 9.6 for an example).

- **Step 7—Visual Relation Hypothesis Test**: Test hypotheses of visual inter-word relations by image matching; Given two word images and a hypothesis about a possible inter-word relation between them, an image matching algorithm determines whether such a relation exists at the image level.

- **Step 8—Candidate Evaluation by Consistency Analysis**: Adjust confidence scores of word candidates by consistency analysis between the image and the symbolic levels; This step is similar to step 5. If two word images hold an inter-word relation at the image level, their decision words usually keep the same relation at the symbolic level. In other words, if two candidates from two visually related images keep the same relation at the string level, they are more likely to be selected as the decisions for those images than any two candidates which can not keep the relation at the string level. The confidence score of a candidate can be increased or decreased depending on whether relation consistency can be found or not. After this, candidates will be re-ranked by their new confidence scores.

- **Step 9—Candidate Filtering**: Same as step 4.

- **Step 10—Candidate Selection**: Select the candidate with highest confidence as the decision for each image.
Figure 9.5: Outline of the proposed procedure

Figure 9.6: Visual relation hypothesis generation
9.3.2 Experimental Results

One article from the Brown Corpus was used as the test sample. The article is "GO2," which has 2,272 words. Each punctuation mark is counted as an individual word. The article was printed in 12pt times-roman font by using ditroff on five text pages. Those text pages were scanned as binary images at the resolution of 300ppi. Coordinates of word bounding boxes were provided by Caere’s AnyFont OCR Toolkit on these scanned images. To simulate degraded document pages, the University of Washington’s Document Degradation Model (DDM) was applied to those scanned images. The parameters of the DDM are set at (820, 0.000, 1.0, 1.0, 1.0, 1.0, 3).

Figure 9.7 shows a small portion of a text page after adding noise using the DDM model. The performance of Caere’s OCR package on those degraded pages is poor (see Figure 9.8), although its performance on the original scanned pages is almost perfect. These degraded text pages were used in this experiment.

After extracting word images from those degraded text pages by using the coordinates of their word bounding-boxes, a word recognition algorithm based on the word-shape-analysis method is applied to each word image to generate its top10 word candidates. The dictionary used here has more than 90,000 different entries. In this experiment, if the top10 does not include the correct choice, the last candidate will be replaced by the correct choice. We assume that each punctuation mark has been recognized correctly so that their candidate lists have a single candidate. The total number of such punctuation marks is 241. For each of the other words, there is a candidate list with 10 word candidates ranked by their confidence scores, which are the probabilities of being correct. There are several repeated entries in the dictionary we used. Therefore, in the word recognition result, for some word images there are less than 10 different word candidates in their top10 lists. That is, there are 54 word images with 9 word candidates. For the 2,272 word images, the average size of
a candidate list is 9.0. Table 9.4 shows the correct rates of the top 1 to 10 and accumulated correct rates of the top 1 to top 10 after word recognition.

In the past, the duties of the state, as Sir Henry Maine noted long ago, were only two in number: internal order and external security. By prevailing over other claims for the loyalties of men, the nation-state maintained an adequate measure of certainty and order within its territorial borders. Outside those limits it asserted, as against other states, a position of sovereign equality, and, as against the inferior peoples of the non-Western world, a position of dominance. It became the sole subject of international law (a term which, it is pertinent to remember, was coined by Bentham), a body of legal principle which by and large was made up of what Western nations could do in the world arena, (that corpus of law was a reflection of the power system in existence during the eighteenth and nineteenth centuries).

Figure 9.7: First 12 text lines extracted from the first page

En the past, the duties of the sage, as Sir Henry Maine noted long ago, true only two in number: internal Stir and external sex y. By prevailing over otherer edlmlnts for the loyalties of theen, the nation-stille maintained an adequate nmeass of Kev and aver within its territorial barns. Outside Rose limits it a, as against other states, a position of sovereign equality, and, as against the inferior peoples of the non-Western world, a position of dominance. It became the sole subject of international law (a term whicht, it is pertinent to remember, was Cwed by Bentim), a body of legal principle which by and large was made up of what Western nations could do in the world arena, (that corpus of law was a rcflacsia of the power symbtn in exisswe dwe the eighteenand and nineteenth centuries

Figure 9.8: A commercial OCR's output for the example text block

After the step of word image clustering, there are a total of 1,074 clusters. Among them, 282 clusters have more than one image instance. There are 1,480 word images which are grouped in those large clusters. The largest cluster has 169 image instances. The distribution of the sizes of clusters is shown in Table 9.5.

The next step is to apply the word-collocation-based relaxation algorithm to word candidate lists. The number of iterations in relaxation is 10. The correct rate of the first choice
### Table 9.4: Accuracy of word recognition results (Number of words = 2272; Average neighborhood size = 9.0)

<table>
<thead>
<tr>
<th>correct %</th>
<th>top1</th>
<th>top2</th>
<th>top3</th>
<th>top4</th>
<th>top5</th>
<th>top6</th>
<th>top7</th>
<th>top8</th>
<th>top9</th>
<th>top10</th>
</tr>
</thead>
<tbody>
<tr>
<td>60.1%</td>
<td>60.1%</td>
<td>69.9%</td>
<td>75.3%</td>
<td>79.6%</td>
<td>83.4%</td>
<td>86.7%</td>
<td>90.7%</td>
<td>94.0%</td>
<td>96.5%</td>
<td>100.0%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>acc. correct %</th>
<th>top1</th>
<th>top2</th>
<th>top3</th>
<th>top4</th>
<th>top5</th>
<th>top6</th>
<th>top7</th>
<th>top8</th>
<th>top9</th>
<th>top10</th>
</tr>
</thead>
<tbody>
<tr>
<td>60.1%</td>
<td>60.1%</td>
<td>69.9%</td>
<td>75.3%</td>
<td>79.6%</td>
<td>83.4%</td>
<td>86.7%</td>
<td>90.7%</td>
<td>94.0%</td>
<td>96.5%</td>
<td>100.0%</td>
</tr>
</tbody>
</table>

### Table 9.5: Distribution of the size of image clusters

<table>
<thead>
<tr>
<th>Frequency</th>
<th>Cluster Size</th>
<th>Frequency</th>
<th>Cluster Size</th>
<th>Frequency</th>
<th>Cluster Size</th>
<th>Frequency</th>
<th>Cluster Size</th>
<th>Frequency</th>
<th>Cluster Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>169</td>
<td>1</td>
<td>21</td>
<td>5</td>
<td>10</td>
<td>28</td>
<td>4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>95</td>
<td>1</td>
<td>17</td>
<td>4</td>
<td>9</td>
<td>53</td>
<td>3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>50</td>
<td>2</td>
<td>14</td>
<td>4</td>
<td>8</td>
<td>132</td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>45</td>
<td>1</td>
<td>13</td>
<td>8</td>
<td>7</td>
<td>792</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>44</td>
<td>1</td>
<td>12</td>
<td>11</td>
<td>6</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>29</td>
<td>6</td>
<td>11</td>
<td>18</td>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>


is 85.2\% after this step (see Table 9.6).

<table>
<thead>
<tr>
<th></th>
<th>top1</th>
<th>top2</th>
<th>top3</th>
<th>top4</th>
<th>top5</th>
<th>top6</th>
<th>top7</th>
<th>top8</th>
<th>top9</th>
<th>top10</th>
</tr>
</thead>
<tbody>
<tr>
<td>correct</td>
<td>85.2%</td>
<td>6.5%</td>
<td>2.3%</td>
<td>1.2%</td>
<td>1.4%</td>
<td>1.0%</td>
<td>0.8%</td>
<td>0.7%</td>
<td>0.5%</td>
<td>0.5%</td>
</tr>
<tr>
<td>acc. correct</td>
<td>85.2%</td>
<td>91.7%</td>
<td>94.0%</td>
<td>95.2%</td>
<td>95.6%</td>
<td>97.6%</td>
<td>98.4%</td>
<td>99.0%</td>
<td>99.5%</td>
<td>100.0%</td>
</tr>
</tbody>
</table>

Table 9.6: Accuracy of relaxation (Number of words = 2272; Average neighborhood size = 9.0)

After word-collocation-based relaxation, the step of candidate filtering was conducted to remove those candidates with low confidence scores. In this experiment, the same method described in Chapter 7 was used. The candidates at the bottom of a candidate list were removed if their cumulative confidence is less than 0.05. After this step, the average size of the candidate lists was reduced to 3.7 from the original 9.0. About 45\% of the word images have only one candidate left. The accuracy of the remaining choice is 99.7\%. Tables 9.7 and 9.8 show the accuracy of candidate lists and the distribution of neighborhood size.

<table>
<thead>
<tr>
<th></th>
<th>top1</th>
<th>top2</th>
<th>top3</th>
<th>top4</th>
<th>top5</th>
<th>top6</th>
<th>top7</th>
<th>top8</th>
<th>top9</th>
<th>top10</th>
</tr>
</thead>
<tbody>
<tr>
<td>correct</td>
<td>85.2%</td>
<td>6.5%</td>
<td>2.1%</td>
<td>1.1%</td>
<td>1.3%</td>
<td>0.8%</td>
<td>0.6%</td>
<td>0.5%</td>
<td>0.4%</td>
<td>0.4%</td>
</tr>
<tr>
<td>acc. correct</td>
<td>85.2%</td>
<td>91.7%</td>
<td>93.8%</td>
<td>94.9%</td>
<td>95.2%</td>
<td>96.9%</td>
<td>97.5%</td>
<td>98.0%</td>
<td>98.4%</td>
<td>98.8%</td>
</tr>
</tbody>
</table>

Table 9.7: Accuracy after candidate filtering (Number of words = 2272; Average neighborhood size = 3.7)

The next step is to use visual equivalence constraints to adjust confidence scores of word candidates. For those word images which were in the same cluster, the decisions have to agree with each other. The weighted voting procedure described in the previous experiment was used. For each cluster with multiple images, a candidate list is created by taking the
<table>
<thead>
<tr>
<th>Neighborhood Size</th>
<th>Percentage</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>45.5% (1030/2272)</td>
<td>99.7%</td>
</tr>
<tr>
<td>2</td>
<td>12.9% (285/2272)</td>
<td>98.0%</td>
</tr>
<tr>
<td>3</td>
<td>7.0% (151/2272)</td>
<td>95.0%</td>
</tr>
<tr>
<td>4</td>
<td>3.3% (73/2272)</td>
<td>97.3%</td>
</tr>
<tr>
<td>5</td>
<td>4.7% (101/2272)</td>
<td>95.3%</td>
</tr>
<tr>
<td>6</td>
<td>1.6% (35/2272)</td>
<td>97.2%</td>
</tr>
<tr>
<td>7</td>
<td>0.9% (19/2272)</td>
<td>95.0%</td>
</tr>
<tr>
<td>8</td>
<td>1.4% (32/2272)</td>
<td>100.0%</td>
</tr>
<tr>
<td>9</td>
<td>11.6% (263/2272)</td>
<td>99.6%</td>
</tr>
<tr>
<td>10</td>
<td>11.3% (255/2272)</td>
<td>100.0%</td>
</tr>
</tbody>
</table>

Table 9.8: Distribution of neighborhood size after candidate filtering (Average neighborhood size = 3.7)

The confidence score of each candidate for the cluster is the summation of confidences of the same candidate from candidate lists of different words in the cluster. After computing the candidate list for each cluster, each image in the cluster inherits this candidate list as its own. The accuracy after the step is shown in Table 9.9.

<table>
<thead>
<tr>
<th></th>
<th>top1</th>
<th>top2</th>
<th>top3</th>
<th>top4</th>
<th>top5</th>
<th>top6</th>
<th>top7</th>
<th>top8</th>
<th>top9</th>
<th>top10</th>
</tr>
</thead>
<tbody>
<tr>
<td>correct %</td>
<td>87.8%</td>
<td>5.0%</td>
<td>1.8%</td>
<td>1.1%</td>
<td>0.9%</td>
<td>0.6%</td>
<td>0.5%</td>
<td>0.4%</td>
<td>0.3%</td>
<td>0.4%</td>
</tr>
<tr>
<td>acc. correct %</td>
<td>87.8%</td>
<td>92.8%</td>
<td>94.6%</td>
<td>95.7%</td>
<td>96.7%</td>
<td>97.3%</td>
<td>97.8%</td>
<td>98.2%</td>
<td>98.5%</td>
<td>98.8%</td>
</tr>
</tbody>
</table>

Table 9.9: Accuracy after using image equivalence constraints (Number of words = 2272; Average neighborhood size = 3.7)

In the step of visual inter-word relation hypothesis generation, symbolic inter-word relations between candidates from different word images are calculated. If a symbolic inter-word relation between candidates from two word images is found, a hypothesis about the same type of visual inter-word relation for those two images will be generated. In this
INTEGRATING VISUAL AND LINGUISTIC CONSTRAINTS

experiment, we did not try to generate all possible hypotheses between every word image pair because there would be too many candidate pairs to be checked. To be efficient, we only generated these relation hypotheses for image pairs in which one image has just one candidate. And for each image cluster, only one of the images was selected to represent the images in the cluster for such analysis. There were 16,826 relation hypotheses generated that involved 694 image clusters. Table 9.10 lists the results of the step of hypothesis generation.

<table>
<thead>
<tr>
<th>Relation type</th>
<th>Number of hypotheses generated</th>
<th>Number of hypotheses tested</th>
<th>Time on SPARCStation (seconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 (equivalence)</td>
<td>243</td>
<td>83</td>
<td>47</td>
</tr>
<tr>
<td>1 (subpattern)</td>
<td>7009</td>
<td>2647</td>
<td>1,738</td>
</tr>
<tr>
<td>2 (same-left-part)</td>
<td>2162</td>
<td>220</td>
<td>1,103</td>
</tr>
<tr>
<td>3 (same-right-part)</td>
<td>4817</td>
<td>453</td>
<td>1,902</td>
</tr>
<tr>
<td>4 (head-to-tail-match)</td>
<td>2595</td>
<td>184</td>
<td>2,694</td>
</tr>
<tr>
<td>total</td>
<td>16,826</td>
<td>3,587</td>
<td>7,484</td>
</tr>
</tbody>
</table>

Table 9.10: Number of relation hypotheses generated by the symbolic level analysis

After generating visual relation hypotheses by symbolic analysis, those hypotheses were tested by image matching. Among 16,826 hypotheses, 3,587 hypotheses were confirmed and the rest were rejected (see Figure 9.10). Those confirmed hypotheses are visual inter-word relations which are detected without exhaustive comparison at the image level. Each visual relation has a confidence score which is the similarity measurement from image matching.

The next step is to re-evaluate the confidence scores of the word candidates based on consistency analysis at the image and string level. When two word images hold a visual inter-word relation, the confidence scores of those candidates which keep the same type of relation at the string level will be increased; the confidence scores of those candidates which
do not keep the same type of relation at the string level will be decreased. After this step, the correct rate of the first choice was improved to 90.2% (see Table 9.10).

<table>
<thead>
<tr>
<th></th>
<th>top1</th>
<th>top2</th>
<th>top3</th>
<th>top4</th>
<th>top5</th>
<th>top6</th>
<th>top7</th>
<th>top8</th>
<th>top9</th>
<th>top10</th>
</tr>
</thead>
<tbody>
<tr>
<td>correct %</td>
<td>90.2%</td>
<td>4.2%</td>
<td>1.1%</td>
<td>1.0%</td>
<td>0.8%</td>
<td>0.5%</td>
<td>0.2%</td>
<td>0.3%</td>
<td>0.3%</td>
<td>0.3%</td>
</tr>
<tr>
<td>acc. correct %</td>
<td>90.2%</td>
<td>94.4%</td>
<td>95.5%</td>
<td>96.5%</td>
<td>97.2%</td>
<td>97.8%</td>
<td>97.9%</td>
<td>98.2%</td>
<td>98.6%</td>
<td>98.6%</td>
</tr>
</tbody>
</table>

Table 9.11: Accuracy after consistency analysis (Number of words = 2272; Average neighborhood size = 3.7)

After further removal of those low confidence word candidates, the average size of the candidate lists drops to 2.8 from 3.7. There are now 50.7% of words with only one candidate, and the correct rate of those candidates is as high as 99.6% (see Tables 9.12 and 9.13).

<table>
<thead>
<tr>
<th></th>
<th>top1</th>
<th>top2</th>
<th>top3</th>
<th>top4</th>
<th>top5</th>
<th>top6</th>
<th>top7</th>
<th>top8</th>
<th>top9</th>
<th>top10</th>
</tr>
</thead>
<tbody>
<tr>
<td>correct %</td>
<td>90.2%</td>
<td>4.2%</td>
<td>1.1%</td>
<td>1.0%</td>
<td>0.7%</td>
<td>0.5%</td>
<td>0.2%</td>
<td>0.3%</td>
<td>0.3%</td>
<td>0.3%</td>
</tr>
<tr>
<td>acc. correct %</td>
<td>90.2%</td>
<td>94.4%</td>
<td>95.4%</td>
<td>96.4%</td>
<td>97.1%</td>
<td>97.6%</td>
<td>97.8%</td>
<td>98.1%</td>
<td>98.4%</td>
<td>98.6%</td>
</tr>
</tbody>
</table>

Table 9.12: Accuracy after further candidate filtering (Number of words = 2272; Average neighborhood size = 2.8)

In summary, by applying the procedure, the accuracy of the first choice is improved from 60% to about 90% and the average size of the candidate lists is reduced from 9.0 to 2.8. For about 50.7% of word images, the size of the candidate list is reduced to a single word and its accuracy is 99.6%.
<table>
<thead>
<tr>
<th>Neighborhood Size</th>
<th>Percentage</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>50.7%</td>
<td>99.6%</td>
</tr>
<tr>
<td>2</td>
<td>15.9%</td>
<td>97.5%</td>
</tr>
<tr>
<td>3</td>
<td>7.3%</td>
<td>93.3%</td>
</tr>
<tr>
<td>4</td>
<td>5.4%</td>
<td>98.3%</td>
</tr>
<tr>
<td>5</td>
<td>3.3%</td>
<td>97.3%</td>
</tr>
<tr>
<td>6</td>
<td>2.6%</td>
<td>98.3%</td>
</tr>
<tr>
<td>7</td>
<td>3.9%</td>
<td>98.8%</td>
</tr>
<tr>
<td>8</td>
<td>4.4%</td>
<td>100.0%</td>
</tr>
<tr>
<td>9</td>
<td>3.7%</td>
<td>100.0%</td>
</tr>
<tr>
<td>10</td>
<td>2.8%</td>
<td>100.0%</td>
</tr>
</tbody>
</table>

Table 9.13: Distribution of neighborhood size after further candidate reduction (Average neighborhood size = 3.7)

9.3.3 Discussion

In this experiment, we proposed a multiple-step procedure to integrate visual and linguistic constraints for word candidate selection. Word collocation constraints are effective but their usefulness differs depending on the position of the word in the text and the configuration of its candidate list. For many word images, decision candidates can be determined with very high accuracy by the word-collocation-based relaxation algorithm and confidence-based candidate reduction. Visual inter-word relations provide a way to link word images inside a text page and across text pages of the same article. They can be used as global constraints for candidate selection. For those word images for which the decision candidates are difficult to determine by word collocation, candidate selection can be made much easier by exploiting visual inter-word relations.

In this experiment, we also explored an efficient approach to computing visual inter-word relations: the symbolically-driven approach. Since it is costly to compute all possible visual inter-word relations by taking the straightforward image-driven approach, in which image matching operations are conducted to exhaustively test whether or not any two word
images hold a certain relation, a hypothesis-generation-and-test method was proposed here. A hypothesis about a visual inter-word relation was generated by string comparison between the word candidates from two images, then it was tested by image matching. In this method, visual analysis, symbolic analysis and linguistic analysis are interleaved.

9.4 Conclusions

Integration of image processing and natural language processing is a new area of interest in document analysis. Word candidate selection is a problem we are faced with in degraded text recognition. Statistical language models and lattice parsers were proposed for this problem. Visual inter-word constraints in a text page can be used with linguistic knowledge sources to facilitate candidate selection. Preliminary experimental results show that the performance of candidate selection is improved significantly by combining the use of visual and linguistic constraints.
Chapter 10

Chinese/Japanese Recognition Using Visual and Linguistic Context

In this thesis, a framework was proposed to exploit visual and linguistic contextual information for document recognition. Although we concentrated our discussion on English document recognition, the methodology can be adapted to other alphabetic languages such as French, German and Spanish.

For ideographic languages, such as Chinese and Japanese, the applicability of the methodology is not obvious because of the intrinsic difference between alphabetic and ideographic language systems. There are a large number of ideographs—Chinese characters (which are called as “Hanzi” in Chinese and “Kanji” in Japanese). In this chapter, we discuss briefly the uses of visual and symbolic/linguistic context for Chinese/Japanese OCR postprocessing.

10.1 Visual Similarity Analysis of Chinese Characters

The Chinese and Japanese character sets are large since both utilize thousands of Chinese characters [96]. Traditionally, a Chinese or Japanese OCR has to represent each character
category individually as one or more prototypes, or as a structural description which is a composition of manually derived components such as radicals, so that an input character image can be recognized by classifying it into a class which corresponds to a character category.

A Chinese character is usually complex in structure. It can be composed of several elements, such as radicals and other simple components, based on lexicographical principles. Although there are more than ten thousand Chinese characters in use, lexicographical researchers estimate that there are only about 800 character elements and no more than 100 such elements are frequently used [168].

Many Chinese characters share a similar character element at the lexicographical level. If they are printed in the same font, their images will be partially similar. Figure 10.1 shows three sets of characters which have the same left, right or bottom part respectively. Figure 10.2 is an image fragment extracted from a scanned Japanese document page. There are eight character images. Among them, characters 1, 3 and 4 have a similar left part; characters 3 and 7 have a similar right part. Generally, similarities at the lexicographical level and the visual level are highly consistent. As we observed, if character categories share the same lexicographical element in a region, their image instances are usually similar visually in that region.

There are previous studies on Chinese character recognition using radical-based partial matching [1, 168]. Although radicals are well-defined lexicographically, it is time-consuming to manually locate all possible character radicals and describe the structure of each Chinese character according to the radical set. The goal of our work is to conduct a visual similarity analysis among Chinese characters at the image level. Given a set of Chinese character images, we try to automatically determine which character images have some components in common and what those components are. If the images are font samples, lexicographical
Figure 10.1: Chinese characters sharing visual similarity

Figure 10.2: Characters sharing visual similarity in a phrase from a Japanese document page
similarities among categories can be further derived based on visual similarities among samples which represent different categories. If images are from a document page, visual similarity between two character images can be used as a constraint in the stage of OCR postprocessing to interpret those related images consistently.

In the rest of this section, we will first describe how to conduct visual similarity analysis, then discuss how to utilize inter-character relations in OCR postprocessing.

### 10.1.1 Methodology

Although visual similarity analysis can be accomplished with pixel-to-pixel matching, we choose feature-based matching to conduct the analysis because it is more efficient than pixel-to-pixel matching.

To represent the stroke structure of a Chinese character, its feature vector usually has many dimensions. For some types of structural features such as *local stroke direction* (*LSD*) [2, 133], geometric information is retained as in the original image. We use *LSD* features for our experiments. When given a character image, its LSD feature vector can be computed as follows (see Figure 10.3 for an example in detail): first, for each black pixel, compute its directional run-length for each of four directions and normalize it as a ratio to the total run-length in all directions; second, partition the image into $n \times n$ areas and compute the directional run-length of each area as an average of the pixels in the area. Here, we choose $n$ equal to 8. Therefore, the size of the LSD feature vector is $4 \times 8 \times 8 = 256$. In Figure 10.3 (c), the values in the LSD feature vector are scaled to integers at the range of 0 and 255 so that they can be visualized in a gray-scale image.

The difference between two feature vectors can be measured simply by their city-block distance. To make the distance independent of the size of the feature vector, it can be normalized, dividing by the size of the feature vector. If the total distance is less than
Figure 10.3: A Chinese character image and its local stroke direction (LSD) feature vector

A given threshold, we can say they are similar globally. If the total distance is large, by analyzing the distribution of distance at each dimension, we can determine whether they are partially similar. For example, in Figure 10.4 (a), two Chinese characters are shown. Figure 10.4 (b) shows the distance distribution of their difference. We can determine that distance scores from the bottom part are significantly smaller than that from the top part. The result suggests to us that the bottom part of those two images are very similar.

The similar region of two LSD features can be approximately represented by a mask. A mask is defined as a $n \times n$ matrix with binary values, where “1” means “Set-On” and “0” means “Set-Off.” The mask in Figure 10.4 (c), with “1”s in the last 4 rows, is derived from Figure 10.4 (b) to record that the two images are similar at their bottom part.

As described above, given two feature vectors, a mask can be derived to indicate the region in which they match well. Similarly, given two feature vectors and a mask, we can check whether the features can match well in the region represented by the mask. A pre-
Figure 10.4: Two Chinese images and their difference in LSD
defined mask $X$ can be treated as a relation. $X(f_1, f_2)$ denotes that $f_1$ and $f_2$ are similar in the "Set-On" region of the mask $X$.

In our preliminary experiments, twenty-nine types of masks are considered to represent different regions (see their definitions and denotations in Figure 10.5). Each mask is a possible relation between images. More complex masks can be defined similarly.

![Figure 10.5: Twenty nine types of masks](image)

By applying feature-based visual similarity analysis to character images from a specific typeface, we can compute a similarity matrix which records all possible visual inter-category relations. There are 2,965 Kanji characters in the first level of the JIS code. Using a 96x96 *gothic* font, 50,456 inter-category relations were computed. 25 of the 29 masks defined in
Figure 10.5 are used as masks (the 4 masks not in use are B1, L1, R1 and T1, because their "SET-ON" regions are too small). Figure 10.6 shows a portion of the similarity matrix created according to those relations. Each row represents a Kanji category; so does each column. If there is a relation entry $X(i, j)$ at $(i, j)$ in the matrix, it means that categories $i$ and $j$ hold the relation $X$. The matrix allows several different relations between two categories. For example, there are $B5$, $L4$ and $R2$ for categories 3028 and 3B4F in JIS code. It is obvious that the matrix is symmetrical. The matrix is sparse because most of its elements are empty. By carefully analyzing the relations in the matrix, a list of radicals can be compiled.

![Figure 10.6: Similarity matrix built on gothic font](image)

In principle, relations among categories are transitive: if $X(i, j)$ and $X(j, k)$ are found in the similarity matrix, $X(i, k)$ should also be found the the matrix. However, the matrix
may not have this property because the relation entries are computed by feature matching under a specific threshold. Sometimes, the difference between images A and C can be larger than a threshold although the differences between images A and B and between images B and C are smaller than the threshold. To alleviate the effect of thresholding, the matrix can be augmented to be transitive: when $X(i, j)$ and $X(j, k)$ are found in the similarity matrix, $X(i, k)$ will be added to the matrix if $X(i, k)$ has not been found.

Based on the augmented similarity matrix, categories can be further clustered according to relations. For a relation $X(i, j)$, a cluster $C$ can be computed. By initializing $C$ as \{i, j\}, $C$ will be expanded iteratively. If category $n$ is not in $C$, but there exists an $m$ in $C$ so that $X(m, n)$ is a relation, then $n$ will be added into $C$. The process terminates when $C$ can not be expanded any further. For the cluster $C$, the label is the mask $X$, which indicates the similar part shared by the categories in the cluster. There are 2,407 clusters created based on the matrix from the gothic font and the average number of categories in a cluster is 5.2. Twelve such clusters are listed in Figure 10.7. For most clusters, the common region corresponds to a lexicographical element (see in Figure 10.7 (a)-(f) and (h)-(i)). For some clusters, the common region has no meaning at the lexicographical level (see Figure 10.7 (j)-(k)). There are also some clusters in which the regions indicated by their masks contain different radicals because those radicals are visually so similar that the LSD feature is not sensitive to the difference among them under the given threshold (Figure 10.7 (l) is an example of such clusters).

### 10.1.2 OCR Postprocessing Using Visual Similarity Analysis

If a Chinese or Japanese text page is degraded, it might be difficult for an OCR to recognize each character image accurately. Instead, the OCR may generate a candidate list for each Chinese character (see Figure 10.8 for the top5 candidate lists of three Chinese characters) [65]. The candidates in a candidate list are ranked by their confidence scores
Figure 10.7: Examples of category clusters
which were provided by the classifier to indicate how likely the choice is to be correct. Due to the presence of noise, on occasion the correct choice does not earn the highest confidence score, although it usually appears inside the candidate list. In this case, a postprocessing stage is required to select a decision character from the candidate list for each character image.

![Figure 10.8: Kanji candidate selection using visual similarity](image)

For a character image with several candidates, visual similarity between character images and categories can provide useful information to select a proper choice. Two methods are proposed here.

The first method is to use visual relations between character images to reduce the size of a candidate list if possible. Given a text page, character images can be extracted after the stage of character segmentation. Visual inter-character relations between character images can be computed. For example, for images $a$, $b$, and $c$ in Figure 10.8 (a), two relations,
$R_4(a, b)$ and $L_3(b, c)$, are derived (see Figure 10.8 (b)). Here, $R_4(a, b)$ means that images $a$ and $b$ have a similar right part; $L_3(b, c)$ means images $b$ and $c$ have a similar left part. Correct choices for images $a$, $b$ and $c$ should keep those relations in the similarity matrix. Let's consider the candidates of image $b$ to see how the candidate list can be reduced by visual similarity analysis. Because image $b$ is similar to image $c$ in its left part, its candidates $3$ and $4$ can be removed because neither of them can keep the relation with any candidates of image $c$. Similarly, by considering the relation between images $a$ and $b$, candidates $2$ and $5$ of image $b$ can be removed and there will be only one candidate remaining for image $b$. In the same way, several candidates of image $a$ can be rejected. It has to be pointed out that candidate $1$ of image $a$ was deleted because of the fact that images $a$ and $b$ are different on left part. The result of this analysis is shown in Figure 10.8 (c).

The second method is to utilize possible visual relations among candidates for a character image and to re-test them by partial matching. Consider the candidates of image $c$ in Figure 10.8 (c). By checking the augmented similarity matrix, we know that all candidates have the same left part. To distinguish those candidates, we have to focus on the information from their right parts. By matching the right part of the image with right parts of prototypes for categories that those candidates belong to, those candidates can be re-ranked by their new confidence scores which are based on the information from the right part. The first candidate will be selected as the decision for the image. For the example above, the final result is shown in Figure 10.8 (d).

10.2 Integration of Linguistic and Visual Contextual Analysis for Chinese OCR Postprocessing

A Chinese text is comprised of a sequence of Chinese characters (i.e., Hanzi). The number of frequently used Hanzi characters is more than three thousand. A Chinese word may consist
of one or several Chinese characters. However, there exist no visible word boundaries inside Chinese texts.

Linguistic context can be applied to choose decisions for those character images which have competitive candidates generated by a Chinese character classifier. Like that for English text recognition, linguistic knowledge sources useful here include word dictionaries, statistical language models, language syntax and semantics[24, 43, 78].

Character recognition results for a Chinese sentence are shown in Figure 10.9 (a). The translation of the sentence is "He congratulates your success". There are six Chinese characters in the sentence. For each character, three character candidates are provided by a classifier. The candidates for a character image are visually so similar that they are easy to be confused by a character classifier.

The relaxation algorithm and lattice parser described in Chapters 7 and 8 have been adapted for Chinese text recognition. A context-free grammar for Mandarin Chinese has been written. It has more than 400 rules. A large Chinese lexicon has been edited. It has about 34,000 words which are assigned POS tags. Statistical data have been collected from two large Chinese corpora, the PH corpus and the HXWZ corpus. The PH corpus includes about 8000 news articles with about 4 million characters [45]. The HXWZ corpus is collected from an online Chinese journal "Hua Xia Wen Zhai" (Chinese News Digest) which publishes weekly, since April 1991. Each issue of HXWZ has about 20,000 characters. Statistical data include: character frequency, word frequency, character collocation and word collocation. With those knowledge sources, the relaxation algorithm and lattice parser can work for both OCR postprocessing and PinYin-to-text translation. For the sample sentence in Figure 10.9 (a), character collocation data can be applied to reduce the size of candidate lists (see Figure 10.9 (b)). The best parse tree generated by the lattice parser is shown in Figure 10.9 (c). The candidates finally selected are shown in Figure 10.9 (d).
Figure 10.9: Chinese recognition using linguistic context. In (a), the lines between character candidates indicate the strong collocation between characters.
As demonstrated for English text recognition, visual inter-character relations can be used as global constraints, together with linguistic constraints, for Chinese recognition. Figure 10.10 gives an example of the integration of visual and linguistic context for Chinese OCR postprocessing. For character images 1 and 7, three character candidates are provided by the OCR. By using linguistic knowledge, we know that there are two possible interpretations for the sentence (see Figure 10.10 (b)). According to those interpretations at the sentence level, for image 1, the second candidate can be selected with high confidence; for image 7, no decision can be made because the first and the second candidates both make sense in context. But, if we consider the visual equivalence between images 1 and 7, we can make a decision for image 7. Because both images have to be recognized as the same character, the second candidate will be selected for image 7 just as for image 1 (see Figure 10.10 (c)). In the same way, the other inter-character relations discussed in the first section of this chapter can be used together with linguistic constraints.

10.3 Conclusions

In the chapter, we extended the approach of contextual analysis pursued for English text recognition to Chinese and Japanese text recognition. The extension is not trivial because of the intrinsic difference between alphabetic language systems and ideographic language systems. We presented an approach to automatically analyze visual similarity among Chinese characters based on a feature description. By training on font images, visual relations between categories can be compiled. Similarly, visual relations between character images from a text page can be computed. OCR postprocessing methods were proposed to choose decision characters from candidate lists by using visual relations between images together with a similarity matrix which was pre-compiled to record possible visual similarity among categories. After discussing the use of linguistic context for Chinese OCR postprocessing, we further demonstrated that visual and linguistic context can be exploited together to
我希望你帮助我

1. 我希望你帮助我。
   (I hope that you help me.)

2. 我希望你帮助我。
   (I hope that you help me.)

Figure 10.10: Chinese recognition using linguistic and visual context. Character recognition results are shown in (a). There are seven characters in the sentence, for characters 1 and 7, there are three alternatives. By image matching, we know that character images 1 and 7 are visually equivalent. Using linguistic knowledge, two possible interpretations for the sentence are listed in (b). By integrating visual and linguistic constraints, (c) shows that the second candidate for characters 1 and 7 can be selected correctly.
achieve better performance on OCR postprocessing.
Chapter 11

Conclusions

In this work, we explored the use of contextual information for degraded text recognition. A computational framework was proposed to exploit visual and linguistic context for passage level postprocessing. Experiments on components of the framework have been conducted. The following are the main contributions of this research:

1. Techniques for OCR postprocessing are classified according to the level of contextual constraints exploited in those methods. In addition to traditional word-level postprocessing, passage-level postprocessing is identified as a necessary stage to improve recognition performance for degraded text. Visual context, as well as symbolic and linguistic context, can be used in passage-level postprocessing.

2. A new set of visual inter-word relations was defined [60]. Those visual relations reflect typographical constraints inside a document page and are tolerant to uniform noise. In a document image written in normal English, many word images have visual inter-word relationships to each other [61].

3. The principle of consistency between visual inter-word relations and symbolic inter-word relations was described. Therefore, visual inter-word relations can be used as contextual constraints to interpret related word images systematically [58].
4. A new algorithm was designed to exploit visual inter-word relations for character segmentation of degraded text pages [61].

5. New techniques for OCR postprocessing were proposed [59, 60]. It is observed that current commercial OCR systems often recognize almost equivalent image patterns as different string patterns. In the techniques proposed, consistency analysis of inter-word relations at the image level and the symbolic level is applied to detect and correct potential OCR errors.

6. Different linguistic constraints were explored to solve the problem of word candidate selection for degraded text recognition [62, 63]. A new relaxation algorithm that uses word collocation data collected from large text corpora was proposed and tested. A lattice parser was proposed to take advantage of syntactic constraints for word candidate selection. They were integrated to achieve better performance.

7. A computational framework in which visual contextual constraints and different linguistic constraints can be exploited for passage-level postprocessing was proposed [58, 64]. Unlike the traditional approach of contextual analysis, which is limited to symbolic level processing and uses only an intra-word linguistic context, visual and linguistic inter-word constraints are integrated. The interaction between language-level analysis and image data distinguishes this from work in other areas such as speech recognition. More importantly, the use of visual inter-word relations gathered from an entire page or document is different from previous approaches that typically process only a single phrase or a sentence in isolation.

8. The methodology was generalized to other alphabetic languages and ideographic languages, such as Chinese and Japanese [65, 66].
Chapter 12

Future Directions

Some interesting further studies can be conducted. We conclude this thesis by briefly discussing several possible future directions.

12.1 Word Candidate Selection

In this work, we formalized the problem of passage level postprocessing as a problem of word candidate selection by assuming that a word candidate list can be provided by a word recognizer. Word candidate lists used in the experiments for word candidate selection were generated by a word shape analysis algorithm, which may not be practical for unrestricted English document recognition. Thus, further research should be done on word recognition algorithms that provide high quality candidate lists so that the techniques for word candidate selection can be used.

In the experiments for word candidate selection, the assumption is that the correct candidate is always included in the candidate list. This assumption should be relaxed to handle the case in which the correct candidate is not in the initial candidate list. New postprocessing techniques have to be developed to propose new candidates. Although we have already developed methods to use visual constraints to generate new word candidates,
the exploitation of linguistic context for the problem is still an interesting problem for study.

12.2 Integration of Visual and Syntactic Constraints in Parsing

More work on the integration of visual and linguistic constraints can be carried out. In this thesis, experiments on this topic were concentrated on the integration of statistical language models and visual inter-word constraints. New methods can be developed that integrate visual inter-word constraints with language syntax inside lattice parsing.

12.3 Visual Inter-word Relation Computing

Visual inter-word relations calculated by image processing carry rich information about the symbolic content of document and typesetting characteristics. As we have demonstrated, many applications, such as character segmentation, font learning, word recognition and postprocessing, can make use of this information. In this thesis, we presented methods to calculate these relations. Visual inter-word relations are slow to compute through image matching. To improve efficiency, in this thesis, we proposed to use feature-matching and OCR results to guide image matching. Other information, such as connected component information and image profiles, can also be used to speed up image matching. Similar to algorithms for string matching [30], fast algorithms for image matching can also be proposed.

The visual similarity measure discussed in this thesis works well for document images which are degraded by random noise or other uniformly distributed noise. For images with artifacts, such as character skew and perspective distortion [7, 81], more complex similarity measures can be developed.
12.4 A Unified Approach toward Text Recognition

Character segmentation, character recognition (OCR) and postprocessing are three major components of a text recognition system. Traditionally, they are treated as very different tasks and organized as a cascade (see Figure 12.1.(a)). For example, character segmentation is an image processing task, which tries to segment each word image into a sequence of character images; character recognition is a pattern classification task, which aims at mapping each character image onto its symbolic identification; and postprocessing is a symbolic processing task, which utilizes contextual information, such as lexical knowledge, to detect and correct potential character recognition errors.

![Diagram A](image)

Figure 12.1: Models of text recognition. (a) the traditional approach; (b) the new approach.

We can extend our current work and propose a unified approach for text recognition by exploiting visual inter-word context. Under this approach, different stages of text recognition can be accomplished by the same set of operations—inter-word relation analysis and lattice-based unification (see Figure 12.1.(b)).

Given a text image, we assume that word segmentation has been done. Each word
image can be represented by the coordinates of its bounding box in the text image. For each word image, a lattice can be defined as a data structure which keeps a record of the current result for the word image. The result can be derived from character segmentation, OCR, or visual contextual analysis. An entry in a lattice is a sub-image associated with its label which reflects the recognition result for a piece of image. A label can be a character, a string or a pointer to another image. At the beginning, the lattice for each word image is empty. New entries can be created and added to a lattice through a unification algorithm.

Given a text image, an image corresponding to a word or a string can be represented by its bounding box, \((s_x, s_y, e_x, e_y)\), where \((s_x, s_y)\) is the coordinate of the left-top pixel and \((e_x, e_y)\) the one of the right-bottom pixel of the image. For an image \(I(s_x, s_y, e_x, e_y)\), its lattice can be defined as a set,

\[
I(s_x, s_y, e_x, e_y) = \{(u, s_y, v, e_y, label, conf) \mid s_x \leq u < v \leq e_x\}
\]

where \((u, s_y, v, e_y, label, conf)\) is an entry for a fragment of the image \(I(s_x, s_y, e_x, e_y)\): \((u, s_y, v, e_y)\) is its bounding-box; \(label\) is its label; and \(conf\) is the confidence for the label. A label can be defined as

\[
label = * \mid character \mid string \mid pointer
\]

where "*" is a special label which indicates no recognition result yet for the segment of the image, and \(pointer\) is a pointer to the bounding box of another image fragment which is visually equivalent to the segment. Figure 12.2 is a word image and its lattice. The lattice stores results of segmentation, recognition and visual contextual constraints for the word image.

Based on the visual similarity measurement and inter-word relation calculation, discussed in this thesis, we can define \(I(s_1x, s_1y, e_1x, e_1y) \approx I(s_2x, s_2y, e_2x, e_2y)\) if the two images can match each other very well.
Figure 12.2: The lattice for a word image
If \( I(s_{1x}, s_{1y}, e_{1x}, e_{1y}) \approx I(s_{2x}, s_{2y}, e_{2x}, e_{2y}) \), the lattice \( L(s_{1x}, s_{1y}, e_{1x}, e_{1y}) \) can be upgraded to a new lattice, \( L(s_{1x}, s_{1y}, e_{1x}, e_{1y}) \uplus L(s_{2x}, s_{2y}, e_{2x}, e_{2y}) \), which is the unification of the lattice \( L(s_{1x}, s_{1y}, e_{1x}, e_{1y}) \) and the lattice \( L(s_{2x}, s_{2y}, e_{2x}, e_{2y}) \). Formally,

\[
L(s_{1x}, s_{1y}, e_{1x}, e_{1y}) \uplus L(s_{2x}, s_{2y}, e_{2x}, e_{2y}) \\
= \quad L(s_{1x}, s_{1y}, e_{1x}, e_{1y}) \uplus \\
\{(u, s_{1y}, v, e_{1y}, \text{label}, \text{conf}) \mid s_{1x} \leq u < v \leq e_{1x} \text{ and} \\
(s_{2x} + u - s_{1x}, s_{2y} + v - s_{1x}, e_{2y}, \text{label}, \text{conf}) \in L(s_{2x}, s_{2y}, e_{2x}, e_{2y})\}
\]

The left two examples in Figure 12.3 show the effect of the unification operation on two visually equivalent word images.

\[
\begin{array}{cccc}
\text{Africa} & \text{Africa} & \text{air} & \text{Zaire} \\
A & b & a & e \\
\uparrow & \uparrow & \downarrow & \downarrow \\
\text{Africa} & \text{Africa} & \text{Zaire} & \text{air} \\
A & r & a & e \\
\downarrow & \downarrow & \downarrow & \downarrow \\
\text{Africa} & \text{Africa} & \text{air} & \text{Zaire} \\
A & b & a & e \\
\end{array}
\]

Figure 12.3: The unification of two visually equivalent images

Similarly, if the image \( I(s_{1x}, s_{1y}, e_{1x}, e_{1y}) \) matches a part of the image \( I(s_{2x}, s_{2y}, e_{2x}, e_{2y}) \), \( I(s_{1x}, s_{1y}, e_{1x}, e_{1y}) \approx I(m_{1x}, s_{2y}, m_{2x}, e_{2y}) \) where \( s_{2x} \leq m_{1x} < m_{2x} \leq e_{2x} \), we can define \( L(s_{1x}, s_{1y}, e_{1x}, e_{1y}) \uplus L(s_{2x}, s_{2y}, e_{2x}, e_{2y}) \). The effect of the unification operation defined above is illustrated in the right two examples of Figure 12.3. In the general case, if two images can partially match, the unification operations between their lattices can also be defined.
The unification algorithm can be used for segmentation, recognition and postprocessing. Figure 12.4 shows an example that how the word image “dates” can be segmented into character level through two operations, $\cup$ and $\circ$, where $\circ$ is an operation to reorganize a lattice so that information can be represented explicitly.

![Figure 12.4: Character segmentation by unification](image)

For an unlabeled entry in a lattice, an OCR can be applied to see if the image fragment can be recognized as a character with high confidence. If so, the character recognition result will replace the “*” in the entry. Traditional segmentation algorithm can also be used to provide segmentation points for a lattice.

Given a lattice, $L(s_x, s_y, e_x, e_y)$, for a word image, its recognition result can be defined as a set of complete paths from $s_x$ to $e_x$. Figure 6.6 shows how word candidates are generated by a lattice-based search algorithm which uses a dictionary.
12.5 Handwritten Text Recognition

Handwritten text recognition is a similar, but more difficult task. Techniques designed here for machine-printed text recognition can be adapted to word candidate selection for this task. Significant research has been conducted on using linguistic contextual information to improve recognition performance [37, 156, 141, 159]. Because word segmentation sometimes is not an easy task, many possible word boundaries can be generated and the structure of a word lattice may become more complex: positions of word candidates may overlap (see the example in Figure 12.5). The word lattice parser can be generalized to handle these cases. Visual contextual information is also applicable. Figure 12.6 is a portion of a handwritten text page [138]. Because people write with a consistent style, visual similarities between word images can be observed (see Figure 12.7 for examples). Like what we demonstrated for machine-printed text recognition, visual inter-word relations can be useful to improve handwriting recognition performance. Given online/offline handwritten word scripts, methods can be designed to quantitatively measure visual similarity among words and to further analyze the writing style of the author.

Figure 12.5: An example of word lattice for handwritten text recognition
Now who's tipped for number ten? by Walter Terry
With one mighty spurt Mr Selwyn Lloyd was dashed from his
rut and is now in the race for real power within the Conservative
party. In so intense a contest the most difficult task is to judge
one's timing properly. Mr Lloyd has done this superbly with his budget.
Once he was a non-starter today he is running well along the track
towards number ten Downing Street. But wait a minute - Selwyn Lloyd,
the little Liverpool lawyer, as he was contemptuously described a few years
back, as prime minister? Impossible, they used to say. The men could

Figure 12.6: Handwritten text (A. W. Senior 1994)
Figure 12.7: Examples of visual similarity among handwritten words. (a) ten items of the functional word “the” which are visually similar (at least intuitively); (b) four items of the word “Lloyd” which are visually similar (character segmentation and recognition for those words will be easier if we consider that they have to be interpreted as the same word; and (c) examples of partial similarities which can be found between word images.
12.6 Summary

Image-based document retrieval [21, 71, 145] and text editing [5] are two interesting applications in which visual and linguistic information can also be utilized.

The objective of visual text recognition is to correctly transform an arbitrary image of text into its symbolic equivalent. When the text image is degraded, such a transformation cannot be finished in one step because the initial recognition results provided by pattern recognition methods often contain many errors. To improve the recognition results, visual and symbolic/linguistic contexts and the interaction between them are required. We believe that, by incorporating visual and linguistic contextual analysis, more effective OCR post-processing techniques can be designed allowing commercial document recognition systems to achieve high performance on degraded documents.
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